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1 Additional Discussions Regarding Prior Methods

We delve into face relighting and shadow editing methods in greater detail to
highlight the novel contributions of COMPOSE. We again emphasize that our
core contribution is our decomposition of the environment map representation
into ambient light and an editable gaussian dominant light source that can ma-
nipulate all shadow attributes (intensity, light size, and position). This also en-
ables preserving the ambient light in the original source image through composit-
ing with ID. As emphasized in the main paper, existing relighting methods [5–7]
that use environment maps as the lighting representation will completely change
the lighting environment to perform shadow editing by providing an entirely
new environment map. This is unsuitable for many computational photography
applications where the desire is to edit the facial shadows alone and to pre-
serve the ambient light of the original environment. However, aside from these
methods, some relighting and shadow editing methods are able to preserve the
ambient light but lack a comprehensive set of shadow editing capabilities. Zhang
et al. [8] controls the degree of shadow softening but can’t intensify shadows.
They don’t consider shadows resulting from decreasing light size and can’t al-
ter shadow position. Futschik el al. [2] are similarly able to control the degree
of shadow softening while maintaining the ambience of the original photo, but
they’re completely limited to shadow softening. Hou et al. [3] model shadow po-
sition/intensity, but don’t model light size and can’t edit shadow shape. They
also don’t properly disentangle existing light sources from albedo and source
image shadows will remain baked in. Nestmeyer et al. [4] use a single light direc-
tion (xyz) and thus can model shadow position but not intensity or light size.
Notably, none of these methods can handle shrinking the light to both
intensify the shadow and change its shape or need to completely mod-
ify the photo’s environment in order to do so. This is due to the lack of a
suitable lighting decomposition, which is enabled by our method’s separation of
the environment map into ambient light and an editable gaussian dominant light
source. The editable gaussian is what enables flexible control over all shadow at-
tributes (including shrinking the light size), while the ambient light estimation
helps preserve the remaining lighting attributes of the original photo. Another
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consideration that motivates our decomposition is that while it is possible to
enlarge the light size of an existing environment map with a gaussian blur, the
converse operation of shrinking the light size does not have a good solution.

2 Model Architectures

We describe our model architectures for our light estimation VAE, our light
diffusion hierarchical transformer, and our shadow synthesis pipeline in greater
detail here.

Light Estimation VAE Our light estimation VAE consists of a 6-layer con-
volutional encoder followed by two fully-connected layers FCµ and FCσ that
predict � and � respectively. We then sample z = �� + �, where � � N(0; 1)
using the reparameterization trick, which becomes the input for our 4-layer con-
volutional decoder. The decoder produces the final predicted environment map
EP . Please see Tab. 2 for more details.

Table 2: Structure of Light Estimation VAE. We describe in detail the structure
of our lighting estimation VAE. z is obtained by applying the reparameterization trick
to the output of F Cmu and F Cvar. We apply batch normalization after all convolutional
layers and all LeakyReLU layers use a slope of 0:2.

Layer Input Type Kernel Size Stride Input Features Output Features Activation
conv1 IN Convolution 3 2 3 16 LeakyReLU
conv2 conv1 Convolution 3 2 16 32 LeakyReLU
conv3 conv2 Convolution 3 2 32 64 LeakyReLU
conv4 conv3 Convolution 3 2 64 128 LeakyReLU
conv5 conv4 Convolution 3 2 128 256 LeakyReLU
conv6 conv5 Convolution 3 2 256 512 LeakyReLU
F Cµ conv6 Fully Connected - - 512 ∗ 10 ∗ 8 512 None
F Cσ conv6 Fully Connected - - 512 ∗ 10 ∗ 8 512 None
F Cz z Fully Connected - - 512 256 ∗ 8 ∗ 4 LeakyReLU

deconv1 F Cz Transposed Convolution 3 2 256 128 LeakyReLU
deconv2 deconv1 Transposed Convolution 3 2 128 64 LeakyReLU
deconv3 deconv2 Transposed Convolution 3 2 64 32 LeakyReLU
deconv4 deconv3 Transposed Convolution 3 2 32 3 Sigmoid

Light Diffusion Transformer The light diffusion transformer’s goal is to pre-
dict the ambient image ID. As such, it removes shadows and specularities from
the source image IN . To accomplish this, we leverage an encoder-decoder struc-
ture with 3 inputs: input image IN , a binary segmentation mask with the portrait
foreground, and a body parsing mask. We leverage a hierarchical transformer en-
coder and divide the inputs into 4x4 patches, which are more suitable for harmo-
nization and shadow removal tasks than larger 16x16 patches. We then obtain
multi-level features using the transformer encoder at 1

4 , 1
8 , 1

16 , and 1
32 of the

original image resolution using multiple transformer blocks. These multi-level
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