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Figure 1: Leonardo DiCaprio’s real face photo (a) enrolled in the gallery and (b) his probe image1; (c) Adversarial probe synthesized by a state-of-the-art
(SOTA) adversarial face generator, AdvFaces [1]; (d) Proposed adversarial defense framework, namely FaceGuard takes (c) as input, detects adversarial
images, localizes perturbed regions, and outputs a “purified” face devoid of adversarial perturbations. A SOTA face recognition system, ArcFace, fails to
match Leonardo’s adversarial face (c) to (a), however, the purified face can successfully match to (a). Cosine similarity scores (∈ [−1, 1]) obtained via
ArcFace [2] are shown below the images. A score above 0.36 (threshold @ 0.1% False Accept Rate) indicates that two faces are of the same subject.

Abstract

Prevailing defense schemes against adversarial face im-
ages tend to overfit to the perturbations in the training set
and fail to generalize to unseen adversarial attacks. We pro-
pose a new self-supervised adversarial defense framework,
namely FaceGuard, that can automatically detect, localize,
and purify a wide variety of adversarial faces without uti-
lizing pre-computed adversarial training samples. During
training, FaceGuard automatically synthesizes challenging
and diverse adversarial attacks, enabling a classifier to
learn to distinguish them from real faces. Concurrently, a
purifier attempts to remove the adversarial perturbations
in the image space. Experimental results on LFW, Celeb-
A, and FFHQ datasets show that FaceGuard can achieve
99.81%, 98.73%, and 99.35% detection accuracies, respec-
tively, on six unseen adversarial attack types. In addition,
the proposed method can enhance the face recognition per-
formance of ArcFace from 34.27% TAR @ 0.1% FAR under
no defense to 77.46% TAR @ 0.1% FAR. Code, pre-trained
models and dataset will be publicly available.

1. Introduction

With the advent of deep learning and availability of large
datasets, Automated Face Recognition (AFR) systems have
achieved impressive recognition rates [3]. The accuracy, us-
ability, and touchless acquisition of state-of-the-art (SOTA)
AFR systems have led to their ubiquitous adoption in a
plethora of domains. However, this has also inadvertently
sparked a community of attackers that dedicate their time
and effort to manipulate faces either physically [4,5] or dig-
itally [6], in order to evade AFR systems [7]. AFR sys-
tems have been shown to be vulnerable to adversarial at-
tacks resulting from perturbing an input probe [1, 8–10].
Even when the amount of perturbation is imperceptible to
the human eye, such adversarial attacks can degrade the
face recognition performance of SOTA AFR systems [1].
With the growing dissemination of “fake news” and “deep-
fakes” [11], research groups and social media platforms
alike are pushing towards generalizable defense against
continuously evolving adversarial attacks.

A considerable amount of research has focused on syn-
thesizing adversarial attacks [1, 9, 10, 12–14]. Obfuscation
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