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• We jointly learn face models directly from raw scans of 

multiple 3D face databases and establishes dense 

correspondences among all scans.

• We devise a weakly-supervised learning approach 

which can leverage known correspondence prior from 

synthetic data.

• We demonstrate the superiority of our nonlinear model 

in preserving high-frequency details of 3D scans, 

providing compact latent representation, and 

applications of single-image 3D face reconstruction.

We propose an innovative encoder-decoder to jointly learn a robust and expressive face model

from a diverse set of raw 3D scan databases and establish dense correspondence among all scans.

By using a mixture of synthetic and real 3D scan data with an effective weakly-supervised

learning-based approach, our network can preserve high-frequency details of 3D scans.
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▪ Loss Function

Comparison of 3D face modeling from scans. 'Exp.'

refers to whether learns the expression latent space,

'Corr.' refers to whether requires densely

corresponded scans in training.

Summary of training data from related databases.

1.258 1.107 0.946Error 1.253 1.019 2.609 (3DDFA) 1.424 (Proposed)Error

Comparison of the semantic landmark error (mm) on BU3DFE.

Efficiency comparison.
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