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Ablation Studies 

Methodology 

Problem: 

Forecast semantic segmentation masks for arbitrary future frames, 
using predicted motion of RGB sequence frames.  

Motivation: 

Reasoning about the future is a crucial component to the deployment 
of robust and proactive real-world computer vision systems. 

Background: 

Extensive prior work in directly modeling future RGB frames and 
current-frame semantic segmentation, while conversely future frame 
segmentation is relatively unexplored. 

Contributions: 

• learnable warp layer directly applied to segmentation features 

• convolutional LSTM to aggregate optical flow features and estimate 
future optical flow 

• collectively, an effective, efficient, and low overhead network. 

Qualitative Results 

The semantic forecasting framework takes as input a pair of RGB frames, estimates the optical 
flow, aggregates the flow temporally via a convolutional LSTM, and finally warps current frame  
segmentation, hence resulting in a highly flexible and modular design.  

For details on methodology and ablation experiments please visit the full-
length paper using the QR code (left) or https://arxiv.org/abs/1809.08318 


