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Abstract

Generating synthetic datasets for training face recogni-
tion models is challenging because dataset generation en-
tails more than creating high fidelity images. It involves
generating multiple images of same subjects under different
factors (e.g., variations in pose, illumination, expression,
aging and occlusion) which follows the real image condi-
tional distribution. Previous works have studied the gener-
ation of synthetic datasets using GAN or 3D models. In this
work, we approach the problem from the aspect of combin-
ing subject appearance (ID) and external factor (style) con-
ditions. These two conditions provide a direct way to con-
trol the inter-class and intra-class variations. To this end,
we propose a Dual Condition Face Generator (DCFace)
based on a diffusion model. Our novel Patch-wise style ex-
tractor and Time-step dependent ID loss enables DCFace to
consistently produce face images of the same subject under
different styles with precise control. Face recognition mod-
els trained on synthetic images from the proposed DCFace
provide higher verification accuracies compared to previ-
ous works by 6.11% on average in 4 out of 5 test datasets,
LFW, CFP-FP, CPLFW, AgeDB and CALFW. Code Link

1. Introduction

What does it take to create a good training dataset for
visual recognition? An ideal training dataset for recogni-
tion tasks would have 1) large inter-class variation, 2) large
intra-class variation and 3) small label noise. In the context
of face recognition (FR), it means, the dataset has a large
number of unique subjects, large intra-subject variations,
and reliable subject labels. For instance, large-scale face
datasets such as WebFace4M [73] contain over 1M subjects
and large number of images/subject. Both the number of
subjects and the number of images per subject are impor-
tant for training FR models [11,31]. Also, datasets amassed
by crawling the web are not free from label noise [7, 73].

In various domains, synthetic datasets are traditionally
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Figure 1. Illustration of three factors that characterize a labeled
face dataset. It contains large subject variation, style variation and
label consistency. Synthetic face datasets should be created with
all three factors in mind. Face images in this figure are samples
generated by our proposed method which combines arbitrary ID
condition with style condition while preserving subject identity.

used to help generalize deep models when only limited real
datasets could be collected [13, 21, 63, 74] or when bias ex-
ists in the real dataset [34, 64]. Lately, more attention has
been drawn to training with only synthetic datasets in the
face domain, as synthetic data can avoid leaking the privacy
of real individuals. This is important as real face datasets
have been under scrutiny for their lack of informed consent,
as web-crawling is the primary means of large-scale data
collection [17, 22, 73]. Also, synthetic training datasets can
remedy some long-standing issues in real datasets, e.g. the
long tail distribution, demographic bias, etc.

When it comes to generating synthetic training datasets,
the following questions should be raised. (i) How many
novel subjects can be synthesized (ii) How well can we
mimic the distribution of real images in the target domain
and (iii) How well can we consistently generate multiple
images of the same subjects? We start with the hypothesis
that face dataset generation can be formulated as a problem
that maximizes these criteria together.

Previous efforts in generating synthetic face datasets
touch on one of the three aspects but do not consider all of
them together [3, 49]. SynFace [49] generates high-fidelity
face images based on DiscoFaceGAN [12], coming close to
real images in terms of FID metric [18]. However, we were
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Figure 2. Two stage dataset generation paradigm. In the sampling stage, 1) Gid generates a high-quality face image Xid that defines how
a person looks and 2) the style bank selects a style image Xsty that defines the overall style of the final image. The mixing stage generates
image with identity from Xid and style from Xsty . Repeating this process multiple times, one can generate a labeled synthetic face dataset.

surprised to find that the actual number of unique subjects
that can be generated by DiscoFaceGAN is less than 500, a
finding that will be discussed in Sec. 3.1. The recent state
of the art (SoTA), DigiFace [3], can generate 1M large-scale
synthetic face images with many unique subjects based on
3D parametric model rendering. However, it falls short in
matching the quality and style of real face images.

We propose a new data generation scheme that addresses
all three criteria, i.e. the large number of novel subjects
(uniqueness), real dataset style matching (diversity) and la-
bel consistency (consistency). In Fig. 1, we illustrate the
high-level idea by showcasing some of our generated face
samples. The key motivation of our paper is that the syn-
thetic dataset generator needs to control the number of
unique subjects, match the training dataset’s style distribu-
tion and be consistent in the subject label.

In light of this, we formulate the face image generation
as a dual condition inverse problem, retrieving the unknown
image Y from the observable Identity condition Xid and
Style condition Xsty . Specifically, Xid specifies how a per-
son looks and Xsty specifies how Xid should be portrayed
in an image. Xsty contains identity-independent informa-
tion such as pose, expression, and image quality.

Our choice of dual conditions (identity and style) is im-
portant in how we generate a synthetic dataset as ID and
style conditions are controllable factors that govern the
dataset’s characteristics. To achieve this, we propose a
two-stage generation paradigm. First, we generate a high-
quality face image Xid using a face image generator and
sample a style image Xsty from a style bank. Secondly, we
mix these two conditions using a dual condition generator
which predicts an image that has the ID of Xid and a style
of Xsty . An illustration is given in Fig. 2.

Training the mixing generator in stage 2 is not trivial as
it would require a triplet of (XA

id,X
B
sty , XA

sty) where XA
sty

is a hypothetical combination of the ID of subject A and the
style of subject B. To solve this problem, we propose a new
dual condition generator that can learn from (XA

id,X
A
sty), a

tuple of same subject images that can always be obtained
in a labeled dataset. The novelty lies in our style condi-

tion extractor and ID loss which prevents the training from
falling into a degenerate solution. We modify the diffusion
model [19, 55] to take in dual conditions and apply an aux-
iliary time-dependent ID loss that can control the balance
between sample diversity and label consistency.

We show that our Dual Condition Face Dataset Gener-
ator (DCFace) is capable of surpassing the previous meth-
ods in terms of FR performance, establishing a new bench-
mark in face recognition with synthetic face datasets. We
also show the roles dataset subject uniqueness, diversity and
consistency play in face recognition performance.

The followings are the contributions of the paper.
• We propose a two-stage face dataset generator that

controls subject uniqueness, diversity and consistency.
• For this, we propose a dual condition generator that

mixes the two independent conditions Xid and Xsty .
• We propose uniqueness, consistency and diversity met-

rics that quantify the respective properties of a given
dataset, useful measures that allow one to compare
datasets apart from the recognition performance.

• We achieve SoTA in FR with 0.5M image synthetic
training dataset by surpassing the previous methods by
6.11% on average in 5 popular test datasets.

2. Related Works

Face Recognition. Face Recognition (FR) is the task of
matching query imagery to an enrolled identity database.
SoTA FR models are trained on large-scale web-crawled
datasets [11, 17, 73] with margin-based softmax losses [11,
24, 31, 39, 65]. The FR performance is measured on vari-
ous benchmark datasets such as LFW [23], CFP-FP [53],
CPLFW [71], AgeDB [43] and CALFW [72]. These
datasets are designed to measure factors such as pose
changes and age variations. Performance on these datasets
for models trained on large-scale datasets such as Web-
Face260M is well above 97% [31] in verification accuracy.

Synthetic Face Generation. Recent advances in genera-
tive models allow high fidelity synthetic face image gener-
ations [6,8,19,27–29,56]. GANs have been widely used to



manipulate, animate or enhance face images [8, 12, 20, 37,
48, 61, 62, 69]. They typically learn disentangled represen-
tations in GAN latent space that control desired face prop-
erties. On the contrary, some works leverage the 3D face
prior from 3D datasets (e.g., 3DMM [4]) for controllable
synthesis [9, 14, 15, 30, 42, 44, 46, 54]. These methods have
advantages in the fine-grained control over face generation
and 3D consistency yet lack in style or domain variation.

Recent advances in the latent variable models such as
diffusion or score-based models have shown great success
in high-quality image generation with a more stable and
simple objective of MSE loss [19, 45, 55–59]. Diffusion
models have advanced the conditional image generation in
tasks such as text-conditional image generation, inpainting,
etc [5, 50, 51, 66]. We adopt the diffusion model as a back-
bone and explore how the two image characteristics, namely
ID and style images, can control complementary informa-
tion, the subject appearance and the style of an image.

Face Recognition with Synthetic Dataset. Synthetic train-
ing datasets offer an advantage over real datasets with re-
gards to ethical issues and class imbalance problems as
large-scale face datasets have been criticized for lacking in-
formed consent and reflecting racial biases [3, 11, 70, 73].
Despite the benefit, use of synthetic datasets as the sole
training data is not widely adopted due to the resulting low
recognition performance. In various domains such as face
recognition [3, 38, 49], fingerprint recognition [13, 68], and
anti-spoofing [40, 60], synthetic datasets have been shown
to improve recognition when combined with real images.

In the face domain, SynFace [49] studied the efficacy
of using DiscoFaceGAN [12] for synthetic face generation.
Recently, DigiFace-1M [3] studied the efficacy of 3D model
based face rendering in combination with image augmenta-
tions to create a synthetic dataset. We propose a face dataset
generation method that can generate both a large number of
subjects and diverse styles that are close to the real dataset.

3. Proposed Approach

We propose Dual Condition Face Dataset Generator
(DCFace), a two-stage dataset generator (see Fig. 2). Stage
1 is the Condition Sampling Stage, generating a high-
quality ID image (Xid) of a novel subject and selects one
arbitrary style image (Xsty) from the bank of real training
data. Stage 2 is the Mixing Stage which combines the two
images using the Dual Condition Generator.

For trainable models in each stage, Stage 1 requires train-
ing an ID image generator Gid. For the style bank, we can
conveniently use any real face dataset that we wish gen-
erated samples to follow. Stage 2 requires training a dual
condition mixer Gmix. Both Gid and Gmix are based on
diffusion models [19]. We describe each component and the
associated training procedure in the following subsections.
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Figure 3. Comparison of the number of unique subjects generated
by DiscoFaceGAN [12] and unconditional DDPM [19]. Unique-
ness is the number of unique subjects measured by a face recog-
nition model. By varying the threshold which determines a match
between two subjects, we plot the number of unique subjects as
defined in Eq. 11. Unconditional DDPM and DiscoFaceGAN are
trained on FFHQ [28] and each generates 10, 000 samples. The
ability to generate novel subjects is larger for DDPM. Refer to
Supp.E for additional details on the threshold.

3.1. Preliminary

Diffusion models [19,55] are a class of denoising genera-
tive models that are trained to predict an image from random
noise through a gradual denoising process. One notable dif-
ference from the class of GAN-based generators [16] is in
the objective function and the sampling procedure. The for-
ward process as expressed in Eq. 1 corrupts the input X
using variance controlled Gaussian noise over t time-steps,

q (Xt|Xt−1) = N
(
Xt;

√
1− βtXt−1, βtI

)
, (1)

and the denoising is done by training a model ϵθ(Xt, t) to
predict the initial noise ϵ with an L2 objective,

L = Et,X0,ϵ

[∥∥ϵθ(√αtX0 +
√
1− αtϵ︸ ︷︷ ︸

Xt

, t)− ϵ
∥∥2
2

]
. (2)

βt and αt are pre-set variance scheduling scalars. The de-
noising diffusion model (DDPM) has shown success in pro-
ducing diverse samples in text-conditioned image genera-
tion [50]. We find that in unconditional face generation,
DDPM is also capable of generating many unique subjects.
For instance, Fig. 3 compares DiscoFaceGAN [12] with
DDPM [19] in their capacity to generate different subjects
for every sample. It shows that DDPM [19] is a good model
choice for Gid and Gmix as it can generate many unique
subjects. For Gid, we adopt the unconditional DDPM
trained on FFHQ [28], having observed that it is capable
of generating a large number of unique subject images.

3.2. Dual Condition Generator Gmix

The two-stage data generation requires Dual Condi-
tion Generator Gmix which is a conditional DDPM. Two
conditions Xid and Xsty are injected into the denoiser
ϵθ(Xt, t, Eid(Xid), Esty(Xsty)) using trainable feature
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Figure 4. a) A diagram of Gmix during training. At each step, we draw two labeled images from the labeled training dataset and use them
as Xid and Xsty . We ensure Xid to be the good-quality frontal view image. temb is the time-step embedding in DDPM [19]. Xsty also
serves as a target image and we apply Gaussian noise ϵ to Xsty to create Xt as DDPM specifies. Then ϵθ(Xt, t,Xid,Xsty) is trained
to predict ϵ using LMSE , conceptually equivalent to the reconstruction loss to recover Xsty . We also apply LID as in Eq. 10 for the
dependence on Xid. b) Patch-wise Style Extractor generates style vectors from small patches of images. Style vectors are architecturally
constrained from containing full ID information. c) Time-step dependent ID Loss is a linear interpolation between the Xid and Xsty in
the recognition feature space. It forces ϵθ to rely on Xid to extract the subject’s appearance and gradually shift the style to Xsty .

extractors Eid and Esty and cross-attentions. Gmix is re-
sponsible for the operation XA

id +XB
sty →XA

sty , a mixing
of an image of a novel subject A and an arbitrary style im-
age of different subject B.

Naive training would require the reference image XA
sty ,

an image of subject A in the style of XB
sty . This reference is

absent in the labeled training dataset. As such, we modify
the operation to XA

id + XA
sty →XA

sty , using two different
images from the same subject as illustrated in Fig. 4(a). But
this formulation is prone to a trivial solution of ignoring
XA

id, making the ID condition unused during test time. To
mitigate this issue, we propose the following two elements.
Patch-wise Style Extractor Esty . The motivation of Style
Extractor is to map an image Xsty to a feature that contains
little ID information, forcing Gmix to rely on Xid for ID
information. In prior works such as StyleGAN, 1st and 2nd

order statistics of a feature are shown to resemble the im-
age style [28, 32, 36]. Yet, resulting statistics are reduced in
spatial dimensions and consequently without spatially local
informations such as pose.

We propose a module that can extract style information
without losing spatial information. Specifically, consider a
pretrained and fixed face recognition model Fs and its in-
termediate feature Fs(Xsty) = Isty ∈RC×H×W . We divide
the feature into a k ×k grid. For each element in the grid
Iki
sty ∈ RC×H

k×
W
k , we perform non-linear mapping on the

mean and variance of Iki
sty . Specifically,

Îki = BN(Conv(ReLU(Dropout(Iki
sty)))), (3)

µki
sty = SpatialMean(̂Iki), σki

sty = SpatialStd(̂Iki), (4)

ski = LN
(
(W1 ⊙ µki

sty +W2 ⊙ σki
sty) + Pemb

)
, (5)

Esty(Xsty) := s = [s1, s2, ski ..., sk×k, s′], (6)

where s′ corresponds to Iki
sty being a global feature, where

k = 1. The final output s is a concatenation of all style
vectors for each patch. Each ski is a mean and variance of
local information which is constrained from containing full
pixel-level details with the ID information. And Pemb is
a learned position embedding to let the model differentiate
different patch locations. BN and LN are BatchNorm [25]
and LayerNorm [2]. Fs is a shallow CNN taken from the
early layers of a pretrained FR model. It is fixed and not
updated to prevent it from optimizing Isty , serving only to
create style information. By varying the grid size k×k, we
can represent style at different spatial locations. An illustra-
tion of Esty can be found in Fig. 4(b).
Time-step Dependent ID Loss. To train Dual Condition
Generator Gmix, the original DDPM objective of L2 loss,
Eq. 2 is not sufficient to guarantee the consistency in subject
identity between the ID condition Xid and the prediction,
X̂0. To ensure the ID consistency, one could devise a loss
function to maximize the similarity between Xid and the
predicted denoised image X̂0, in the ID feature space using
a pretrained FR model, F . Specifically, following the Eq.15
of DDPM [19], one-step prediction of the original image is

X̂0 = (Xt −
√
1− ᾱtϵθ(Xt, t,Xid,Xsty))/

√
ᾱt. (7)

A simple ID loss to increase cosine similarity (CS) is

Lnaive1 = −CS
(
F (Xid), F (X̂0))

)
. (8)

However, this loss is in conflict with MSE loss and is empir-
ically observed to reduce the predicted image quality. This
is because the FR model, F is not invariant to image style;
some style of Xid has to match in order to completely re-
duce Lnaive1. In contrast, one could also use

Lnaive2 = −CS
(
F (Xsty), F (X̂0))

)
, (9)
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Figure 5. Illustration of conditional distributions in 2D space. Colored regions represent the true data distribution with individual colors
representing different labels. Colored triangles represent generated samples with corresponding labels. For each scenario except (a), the
generated distribution does not follow the true distribution. Consistency, diversity and uniqueness analysis can quantify the shortcomings.

as during training the label of Xsty and Xid are the same.
However, Lnaive2 causes the model to depend on Xsty for ID
information. Thus, during evaluation, when Xsty and Xid

are different subjects, the label consistency in the generated
dataset is compromised. We show this in Tab. 2.

Instead, we propose to interpolate between F (Xid) and
F (Xsty) across diffusion time-steps. Specifically,

LID =− γtCS
(
F (Xid), F (X̂0))

)
− (1− γt)CS

(
F (Xsty), F (X̂0))

)
,

(10)

where γt = t
T is a time-dependent weight that linearly

changes from 0 to 1. When t = T , ϵθ is predicting Xt−1

from random noise, and we let the model fully exploit the
ID information of Xid. Gradually as t increases, we let the
model’s prediction walk into the direction of Xsty . Note
that during training, the actual label of Xsty and Xid are the
same. So the interpolation in the loss forces the prediction
to be the same in identity but gradually shifting in style to-
ward Xsty . This loss allows ϵθ(Xt, t,Xid,Xsty)) to play
different roles depending on t. For t ≈ T , ϵθ will exploit
Xid to infer front-view ID rich image. And as t → 0, it will
change the image’s style to match the style of Xsty . The
final loss is LMSE + λLID with λ as a scaling parameter.
Eid and Conditioning Mechanism. Following the suc-
cess text-conditional image generation and inpainting us-
ing DDPM [47, 50, 66], we adopt a similar architec-
ture for inserting conditions into the model. We con-
catenate Eid(Xid) and Esty(Xsty) and put in ϵθ using
cross-attention and adaptive group normalization layers
(AdaGN) [47]. Eid is a CNN, with the same architecture
as a small FR model (e.g. ResNet50). And Eid is trained
end-to-end with ϵθ to extract useful ID feature for ϵθ. More
training details can be found in Supp.

3.3. Condition Sampling Strategy

ID Image Sampling. For sampling ID images, we gener-
ate 200, 000 facial images from GID, from which we re-
move faces that are wearing sunglasses or too similar to
the subjects in CASIA-WebFace with the Cosine Similar-
ity threshold of 0.3 using Feval. We are left with 105, 446

White Asian Others Black Indian
CASIA-WebFace 0.634 0.144 0.074 0.074 0.072
DDPM Gid 0.660 0.209 0.034 0.046 0.048
Balanced Ethnicity 0.200 0.200 0.200 0.200 0.200

Table 1. Ethnicity Distribution of CASIA-WebFace. Ethnicity
prediction is made using [1]. DDPM Gid is trained on FFHQ [28].

images. Then we narrow them down to 62, 570 images that
are unique according to uniqueness, Eq. 11 using Feval and
r = 0.3. Then we explore two different options, 1) ran-
dom sampling and 2) gender/ethnicity balanced sampling
as Gid has a skewed distribution towards White subjects as
shown in Tab. 1. We use [1] to classify the ethnicity and
use [26, 67] to detect sunglasses. We denote the sampling
option 1 as random and 2 as balance.
Style Image Sampling. For style sampling, for each Xid,
we randomly sample Xsty from the style bank. We denote
this option as random. We also explore the option of sam-
pling Xsty from the pool of images whose gender/ethnicity
matches that of Xid. We denote this option as match.

4. Dataset Evaluation
In evaluating the synthesized dataset, one often adopts

1) FID [18] for evaluating the distribution similarity to the
real images and 2) subsequent recognition performance. In
this section, we propose three class-dependent metrics that
aid us in understanding the property of generated labeled
datasets. We let Feval be an recognition model used for
evaluating synthesized face datasets. Note that this is dif-
ferent from F in ID loss. F is a model for training loss
and Feval is for evaluating metrics. The more generalizable
Feval is, the more accurate the metrics become in capturing
the identity and diversity of the synthesized dataset.

Let yc be a class label, and fi = Feval(Xi). Let d(fi, fj)
be the distance between two images in Feval feature space.
Uniqueness. Consider the following non-overlapping r-
ball in Feval space,

U={fi : d(fi, fj) > r, j < i, i, j ∈ {1, .., N}}, (11)

where d(fi, fj) is the cosine distance. Then |U | is the count
of unique subjects determined by the threshold r in an un-



labeled dataset. Note that the set U is equivalent to sequen-
tially adding a r-ball into Feval-space until you cannot add
more without collision. |U | is subject to both r and Feval.
In FR, r is a threshold in the FR model that is set to deter-
mine match or non-match.

For a labeled synthetic dataset, one generates multiple
feature sets {f c

i } for the same label. To count the num-
ber of unique subjects, we calculate the number of unique
centers, f c = 1

Nc

∑Nc

i f c
i for c ∈ {1, ..., C}, where C is

the number of subjects and Nc is the number of images per
subject. Then we define the number of unique subjects in a
labeled dataset with |Uc| where Uc is

Uc={fc :d(f cn , fcm)>r,m<n, n,m∈{1, .., C}}, (12)

For the metric, we use Uclass = |Uc|/C, the ratio between
the number of unique subjects and the number of labels.
Intra-class Consistency. It measures how consistent the
generated samples are in adhering to the label condition, as

Cintra =
1

C

C∑
c=1

1

Nc

Nc∑
i=1

d(f c
i , f

c) < r, (13)

which is the ratio of individual features f c
i being close to

the class center f c. For a given threshold r, higher values
of Cintra mean the samples are more likely to be the same
subject under the same label.
Intra-class Diversity. It measures how diverse the gener-
ated samples are under the same label condition. Note that
the diversity is in the style of an image, not in the subject’s
identity. We define the style space as a vector space de-
fined by Inception Network [52] features pretrained on Im-
ageNet [10] following the convention of [35], denoting the
real and generated image inception vectors as {sci}, {ŝcj}.

For intra-class diversity, we measure how many real im-
ages fall into the style space manifold defined by the gen-
erated images under the same label condition. We compute
this by extending the Improved Recall Metric [35], from
comparing the unconditional distributions of real and fake
images to comparing the label-conditional distributions.
Specifically, for a set of real and generated feature vectors
{sci}, {ŝcj} under the same label condition yc, we define k-
nearest feature distance rk as rk = d

(
ŝcj−NNk

(
ŝcj , {ŝcj}

))
,

where NNk returns the k-nearest feature vector in {ŝcj} and

I(sci , {ŝcj})=

{
1,∃ŝcj ∈ {ŝcj} s.t. d

(
sci − ŝcj

)
≤ rk

0, otherwise.
(14)

d(·) is an Euclidean distance. Then diversity is defined by

Dintra =
1

C

1

N

C∑
c=1

Nc∑
i=1

I(sci , {ŝcj}), (15)

which is the fraction of real image styles manifold cov-
ered by the generated image style manifold as defined by
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Figure 6. A plot of FR performance on 5 synthetic datasets with
respect to Consistency and Diversity metrics. Color intensity and
circle size denotes the FR accuracy.

k-nearest neighbor ball. If the style variation is small, then
rk becomes small, reducing the chance of d

(
sci − ŝcj

)
≤ rk.

We compute the recall per class to capture style variation
conditional on the subject label.

In Fig. 5, we illustrate different scenarios of conditional
generation and how these metrics can capture the shortcom-
ings in each scenario. In Sec. 5 and Fig. 6, we measure the
metrics on our generated datasets and compare with previ-
ous synthetic datasets [3, 49]. We find that FR performance
is at best when consistency and diversity are balanced. Also,
we find SynFace and DigiFace have high Cintra and low
Dintra compared to our method in Fig. 5.

5. Experiments
For Gid which generates ID images, we adopt the

publicly released unconditional DDPM [19] trained on
FFHQ [28]. For Gmix, we train it on CASIA-WebFace [22]
after initializing weights from Gid. Although using all of
CASIA-WebFace is a valid setting, we split it into a 95-5
split between train and validation sets. The validation set is
used as a real dataset in measuring the uniqueness, consis-
tency and diversity metrics. Gmix is trained for 10 epochs
with a batch-size of 256 using AdamW Optimizer [33, 41]
with the learning rate of 0.001. Training takes 8 hours using
two A100 GPUs. Once Gmix is trained, we use Gid, Gmix

and a style bank to generate a synthetic labeled dataset. The
style bank is the CASIA-WebFace training set. For sam-
pling, we use DDIM [56] with 200 intervals. Generating
500K samples takes about 20 hours using one A100 GPU.

To train FR models, for a fair comparison, we adopt the
training scheme of [3, 49] using IR-SE-50 [11] as a back-
bone and AdaFace [31] as a loss function. We evaluate the
trained FR models on five datasets, LFW [23], CFP-FP [53],
CPLFW [71], AgeDB [43] and CALFW [72]. CFP-FP and
CPLFW are designed to measure the FR in the large pose
variation and AgeDB and CALFW are for the large age
variation. To measure the consistency, diversity and unique-
ness during evaluation, we adopt Feval as IR101 [11] model
trained on WebFace4M [73] with AdaFace [31] loss.



Grid Size Loss Loss Model Uclass Cintra Dintra FR Perf.

SynFace - - 0.080 0.9966 0.131 74.75
DigiFace - - 0.178 0.9973 0.297 83.45

1×1

LID F

0.978 0.9987 0.4418 79.28
3×3 0.956 0.9809 0.7030 85.79
5×5 0.924 0.9035 0.7734 89.04
7×7 0.690 0.5937 0.7950 50.00

5×5
Lnaive1

F
0.988 0.9996 0.6546 84.75

Lnaive2 0.866 0.8046 0.7835 50.00
LID 0.924 0.9035 0.7734 89.04

5×5 LID
F 0.924 0.9035 0.7734 89.04

Fbigger 0.954 0.9197 0.7715 89.89

Table 2. Model Ablation. For FR performance, we generate a
synthetic dataset of 10K subjects with 50 images per subject us-
ing (random, random) ID and style sampling strategy. Blue color
indicates the adopted setting for subsequent experiments.

5.1. Model Ablation

To show the efficacy of our proposed modules, we ab-
late on 1) the grid size in Style extractor Esty , 2) Time-step
dependent ID loss and 3) the ID loss backbone F ’s. The
number of samples we generate for the ablation are 10K
subjects with 50 images per subject, similar to CASIA-
WebFace image counts. We report the FR performance with
the synthetic data by averaging the 5 validation set verifica-
tion accuracies. To measure Uclass, Cintra and Dintra, we
use 500 subjects with 20 real images from the held-out val-
idation set of CASIA-WebFace and generate an equivalent
number of images from each method.

Grid Size. We choose 4 grid sizes ranging from 1×1 to 7×7.
Note that 1×1 corresponds to the style vector of a whole im-
age. We expect to see higher spatial control in Xsty as the
grid size increases. In Tab. 2, we report the three metrics
Uclass, Cintra and Dintra. As the grid size increases, Esty

features contain more fine-grained information, possibly re-
lated to ID, lowering the consistency. However, the diver-
sity increases, making the conditional distribution similar to
the real dataset. The subsequent FR performance using the
model is the best in the setting 5×5, which is a good com-
promise between consistency and diversity. In Fig. 7, we
show the effect of the grid size with examples.

ID Loss. For ID loss, we compare LID with Lnaive1 and
Lnaive2 in Tab. 2. Using Lnaive1 or Lnaive2 both suffer from
lower FR performance, but for different reasons. Lnaive1 has
low diversity because it is optimized to be similar to Xid

of front-view high quality face images. Lnaive2 has low con-
sistency because of the lack of dependence on Xid, making
the resulting dataset with random labels. FR performance
of 0.5 means the model diverged and is returning random
predictions. LID, a linear interpolation of the Lnaive1 and
Lnaive2 across time-steps results in the best performance.

ID Loss Backbone F . ID Loss requires a pretrained FR
model, F . For all of our experiments, we use F as IR50
trained on CASIA-WebFace. But, we are curious if there is
a benefit to have a better representation from F . For this, we

ID Style LFW CFPFP CPLFW AGEDB CALFW AVG
random random 98.05 84.17 82.20 89.38 91.40 89.04
random match 98.28 84.61 82.32 89.12 91.28 89.12
balance random 98.30 83.27 81.60 89.40 91.27 88.77
balance match 98.38 84.06 82.45 89.30 91.38 89.11
balance over smpl 98.55 85.33 82.62 89.70 91.60 89.56

Table 3. Sampling Ablation. We generate a synthetic dataset of
10K subjects with 50 images per subject, using the setting indi-
cated by the blue text in Tab. 2. over smpl is over-sampling Xid

during training for showing more front-view faces.

ablate Fbigger, a model pretrained on a larger dataset, Web-
Face4M [73]. Tab. 2 shows that a better FR backbone in-
duce the generator to synthesize better datasets, even with-
out explicitly showing WebFace4M images to generators.
But for fairness in comparing to the real CASIA-WebFace
dataset, we do not use Fbigger for subsequent analysis.

5.2. Sampling Ablation

Using the sampling strategy defined in Sec. 3.3, we ab-
late on the ID sampling options (random, balance) and style
sampling methods (random, match) in Tab. 3. We find that
either balancing the gender/ethnicity distribution or making
the gender/ethnicity of style image equal to that of ID im-
ages does not bring significant performance gain.

On the other hand, to compensate for lower label con-
sistency compared to the real dataset, we include the same
Xid for 5 additional times for each label. This has the effect
of oversampling Xid during training FR model. When we
add the oversampling option to (balance, match) setting, we
observe an average verification accuracy of 89.56%, 0.52%
increase over the (random, random) setting.

5.3. Comparison with Previous Methods

For training FR models with synthetic datasets, we com-
pare with SynFace [49] and DigiFace [3]. We compare
0.5M and 1.2M image count settings. The first setting cor-
responds to the size of the CASIA-WebFace real dataset.
The second setting is to evaluate the effect of increasing the
training dataset size. In Tab. 4, we show the verification
accuracies of 5 validation sets. In 0.5M regime, our DC-
Face can surpass DigiFace in 4 out of 5 datasets with an
improvement of 6.11% on average. In CFP-FP dataset with
extremely large pose variation, DigiFace performs better,
showing the merit of 3D consistent face synthesis using 3D
models. DCFace has a good balance of consistency and
diversity with many unique subjects, leading to a better FR
performance in general. Note the larger style variation com-
pared to SynFace and DigiFace in Fig. 7.

The last column of Tab. 4 shows the gap between syn-
thetic and real, calculated as (REAL − SYN)/SYN, e.g.
5.65% = 94.62−89.56

89.56 . It indicates how much improvement
is needed to be on par with the real dataset. In 0.5M setting,
DCFace reduces the gap to real performance by 57% over
the SoTA. When we use more synthetic data as in 1.2M



SynFace

DigiFace

1x1

3x3

5x5

7x7

Style

High Consistency
Low Diversity

Low Consistency
High Diversity

𝑿𝒊𝒅

𝑿𝒔𝒕𝒚
High Quality Low Lighting Glasses Pose Variation HatAge

Top5 Similar Subjects 
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CASIA-
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Figure 7. An example of SynFace and DigiFace in rows 1-2 and DCFace with different grid size settings in rows 3-7. SynFace (DiscoFace-
GAN) generates mostly frontal-view high-quality images and DigiFace contains synthetic face images with unrealistic texture compared to
real images. Our grid size ablation changes the contribution of Xsty and Xid. A good FR performance is a compromise in-between, 5×5.
Note that our method can have diverse styles such as low lighting, pose, glassses, hat, etc. Using Xid to query subjects in CASIA-WebFace
and DCFace datasets returns top 5 most similar subjects. We see Xid sufficiently different from other (real or fake) subjects.

Methods Venue # images (# IDs×# imgs/ID) LFW CFP-FP CPLFW AgeDB CALFW Avg Gap to Real

SynFace ICCV21 0.5M (10K×50) 91.93 75.03 70.43 61.63 74.73 74.75 26.58
DigiFace WACV23 0.5M (10K×50) 95.4 87.4 78.87 76.97 78.62 83.45 13.39
DCFace (Ours) - 0.5M (10K×50) 98.55 85.33 82.62 89.70 91.60 89.56 5.65
DigiFace WACV23 1.2M (10K×72 + 100K×5) 96.17 89.81 82.23 81.10 82.55 86.37 9.55
DCFace (Ours) - 1.0M (20K×50) 98.83 88.4 84.22 90.45 92.38 90.86 4.14
DCFace (Ours) - 1.2M (20K×50 + 40K×5) 98.58 88.61 85.07 90.97 92.82 91.21 3.74

CASIA-WebFace (Real) 0.49M (approx. 10.5K×47) 99.42 96.56 89.73 94.08 93.32 94.62 0.0

Table 4. Verification accuracies of FR models trained with SoTA synthetic training datasets. SynFace [49] is a GAN-based dataset with a
latent space mixup technique. DigiFace [3] is a 3D model-based dataset with heavy image augmentation. DCFace uses the model setting
from the ablation study, Tab. 2, 3 indicated by blue colors. FR backbone is IR-SE50 [11] + AdaFace [31] to match the setting of DigiFace.

regime, the synthetic dataset performance comes closer to
that of the real dataset (3.74% in gap), a 60.9% improve-
ment from the previous method (9.55% in gap).

6. Conclusion
This paper presents a method for creating a synthetic

training dataset for face recognition. Dataset generation
is studied from the perspective of generating many unique
subjects with large style diversity and label consistency. We
propose the Dual Condition Face Generator to this end and
show its large FR performance gain over previous methods
on synthetic dataset generation. We believe our approach
takes one step towards matching the performance of real
training datasets with synthetic training datasets.
Limitations. This work addresses the problem of gener-
ating label consistent and diverse datasets for face recog-
nition model training. In our model ablation, we find that
sacrificing label consistency for diversity to some degree is
beneficial for the FR model training. However, this is not

ideal; for instance, our synthetic face generator lacks 3D
consistency across pose, which is an advantage of gener-
ative models with 3D priors. Secondly, the goal of our re-
search is to release a synthetic face dataset that alleviates the
dependence on large-scale web-crawled images. As shown
in our experiments, there is still some performance gap be-
tween real and synthetic training datasets. In this work, we
take one step towards the goal and hope that the continued
research will introduce a standalone synthetic face dataset.
Acknowledgments. This research is based upon work sup-
ported in part by the Office of the Director of National Intel-
ligence (ODNI), Intelligence Advanced Research Projects
Activity (IARPA), via 2022-21102100004. The views and
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