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   Abstract
In the domain of computer vision, there exists a very wide
application for the research of human motion capture. This
paper proposes a new approach to do motion capture in
video. It is composed of image sequence based tracking of
human feature points and the reconstruction of three-
dimension(3D) motion skeleton. First, we track every part
of human body from top to bottom on the basis of a
human model. The Kalman Filter and a morph-block
similarity algorithm based on subpixel are used. Then we
do camera calibration using the line correspondences
between the 3D model and the image. Finally the 3D
motion skeleton is established by use of the model
knowledge. This approach does not aim at a given mode
of human motion. Rather, it analyzes large motion from
frame to frame in complex, variational background, and
sets up a 3D motion skeleton under the perspective
projection. We also present the experiment result at the
end of the paper.

1. Introduction
 
Motion capture plays an important role in the creation

of special effects in many fields. Except for the film and
animation, motion capture has a comprehensive
application in the analysis of athlete performance, medical
diagnostics, surveillance, and video retrieval etc.

The conventional motion capture has two approaches.
One is to attach many sensors to the joints of human body.
It will record the position of joint at every time. The other
is to analyze a video in the following three steps: 1)
feature extraction in video frames, 2) correspondence
between the features of every frame, 3) recovery of 3D
motion from feature correspondences. O’Rouke and
Badler[11] analyze 3D human motion by mapping the
input images to a volumetric model. In the systems of
Hogg[6] and Rohr[10], edge and line features are
extracted from images and matched to a cylindrical 3D
body model. Chen and Lee[5] use 17 line segments and 14
joints to represent the human skeleton model.

Bharatkumar et al.[3] also use stick figures to model the
lower limbs of the human body. Their goal is to construct
a general model for gait analysis in walking. Bregler and
Malik[4] recover the information of 3D human motion
under the orthographic projection by marking limb
segments in the initial frame. For the special complexity
of human motion, the existing research methods lay much
limitation on human[1], such as a single and quiescent
background, parallelism of motion direction to the image
plane, and tight clothing of human. To attach sensors will
cost too much money and time, restrict free movement.
  We propose a new approach to do motion capture. Our
approach removes many restrictions as in the previous
approaches. It does not aim at a given human motion
mode. Rather, it analyzes large motion from frame to
frame in complex, variational background, and finally sets
up a 3D human skeleton under the perspective projection.
Then this model can be used in many applications such as
human animation, VR, etc. The only need for the user is to
mark the joints of the first frame and computer will do the
rest. In particular, we emphasize on two points. One is to
acquire the sequence of 2D human motion skeleton by
tracking joint with the support of motion prediction and
color model of body part. The other is to use the
correspondences between the 3D model and the 2D image
to calibrate camera and establish the sequence of 3D
human skeleton under the perspective projection.

The architecture of video motion capture is shown in
figure 1. The content in the dashed boxes is the two
focuses mentioned above. This paper is organized as
follows. Section 2 introduces the human model used in
our approach. The human skeleton tracking of image
sequence and reconstruction of 3D human motion skeleton
sequence are detailed in section 3 and 4 respectively.
Section 5 shows the experiment result. Finally we give the
conclusions.

2. The Human Model

  The basic idea is to regard the 3D human body as an
articulated object[7] and simplify the human motion to the



motion of skeleton. Figure 2.a shows a 3D human
skeleton model. It contains 16 joints, which are named 3D
feature points. From the knowledge of anatomy, we can
acquire the length proportion of each line in this model.

This paper names the projection of a 3D feature point as
a 2D feature point. In the tracking of 2D image sequence,
we use block to represent the projection of a body part in
the image plane (see figure 2.b). The middle line of each
block is the skeleton after projection. It divides a
corresponding block into two small blocks of equal area.
After the marking of the first frame, we may get color
model of each block. By searching out its new position in
the subsequent frames, we could track the human skeleton
on the image plane.
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  Fig.1. The architecture of video motion capture

    

Fig.2. Human model: (a) 3D skeleton model(left) (b)
2D block model(right)

3. Skeleton Tracking
�   
  Because there is little self occlusion on human head, we
can acquire its color information easily. So, beginning
with head, we track every body part from top to bottom.
Now we detail the tracking of head, trunk and limb
respectively.

3.1. Head

  For every frame in the sequence, the head may move

toward any directions in the next frame. To reduce the
search area of calvaria point in the next frame, we
introduce Kalman filter based global motion model to
predict the calvaria point. Then we select a search path to
do morph-block match around the predicted point.

Kalman Filter. Regarding the sequence of motion images
as a dynamic system[9], the calvaria point can be
described by the following equation: P=P�+�. The
coordinate P=(x,y)T  is the tracked calvaria point. P�is
the actual coordinate.� is a 2D gaussian random noise
with mean value 0 and covariance R. We use thrice
polynomial to represent the motion trajectory of point P.
The state vector is defined as S=(P,P�,P�), where P�
=(x�,y�)T ,and x�,y�represent the velocity of point P
in the X,Y directions respectively. P�=(x�,y�)T, where
x�,y� represent the acceleration of point P in the X,Y
directions respectively. The state equation is defined as

S(k+1) = F� S(k) + G� n(k)       (1)

where  F =
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K=0,1,2,… represents the serial number of the frame, I2 is
a 2�2 unit matrix, 02 is a 2�2 zero matrix, and T is time
interval between frames. n(k)=( nx(k),ny(k) )T describes the
acceleration noise in the x,y directions. We suppose n(k)
conforms to gaussian distribution with even 0 and
covariance Q. This state equation shows that P is doing
varied-acceleration linear motion in all the X,Y directions.
In practice, we track the coordinate of point P, namely
X(k)=p(k). So the measurement equation is:
         X(k) = H�S(k) +�(k)       (2)
where H=[I2,02,02] is a 2 � 6 matrix. In the above
condition, we get the recursive equations of kalman
filter[8]. Kalman filter consists of initialization, prediction
and update. The flow chat is shown in figure 3. Our
experiments show that using kalman filter to predict the
calvaria point has a good performance.

Initialize S0,P0,

R,F,H,G,Q,K

Update state vector
Sk-1

Predict state vector
covariance  Pk’

Caculate kalman
filter gain  Kk

Update state vector
covariance  Pk

Use match algorithm
to get the coordinate

of calvaria point

Estimate the calvaria
point by H·Sk'

Predict state vector
Sk'

Fig.3. The flow chart of Kalman filter



Morph-block match. We have applied the kalman filter
to predict the calvaria point in the next frame. Now we
will choose a search path (figure 4) to do morph-block
based match around the predicted point.

     

Fig. 4. Search path  Fig. 5. Two feature morph-blocks

  Because we have known the calvaria and neck point in
the first frame, the height (m) of head block is the distance
between these two points and the proportion of height to
width(n) can be acquired in anatomy. The color
information of m�n pixels in this block is saved as the
color model for the match of subsequent frames. Since the
head block in the image is the projection of human head,
the head motion will change the shape of projection. For
example, the head block becomes larger which is likely to
happen when a human is moving toward the camera. So,
the block match must be processed between morph-blocks.
For this, we propose a morph-block weighted similarity
algorithm based on subpixel.
  Define a feature morph-block A={(x,y),m,n,� }(see
figure 5), where (x,y) is the intersection of one side and
the middle line, m is the height of block A, n is the width
of block, and � is the angle between the middle line and
X axis. Now there are a reference block A={(x,y),m,n,�}
and a comparative block A�={(x�,y�),m�,n�,��}.
To calculate their similarity, use the algorithm as below:
1. If m�n < m��n�, Then row=m, column=n; Else

row=m�, column=n�;
2. In block A we depict column and row pieces of

gridding lines evenly in the direction of arctg� and
arctg(-1/�) respectively. We name the intersection
of any two gridding lines as subpixel Xij,( 0�i<m, 0
�j<n ). Then we use quadric linear interpolation to
calculate the color of every subpixel, Xij[Red],
Xij[Green], Xij[Blue].

3. In block A� we depict column and row pieces of
gridding lines evenly in the direction of arctg��

and arctg(-1/��) respectively. Then we use linear
interpolation to calculate the color of every subpixel,
Xij�[Red], Xij�[Green], Xij�[Blue].

4. Calculate:
diffij  = WR�|Xij[Red]-Xij�[Red]|

 + WG�|Xij[Green]-Xij�[Green]|
 + WB�|Xij[Blue]- Xij�[Blue]|        (3)
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where WR,WG,WB represent the weight of each element in
RGB, b1,b2 represent the two regions divided in the block,
W1,W2 represent the weight of each region in the whole
block. In the case of the head, we define the center region
as b1 and the margin region as b2, namely:
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  Here we have W1>W2. This weighted morph-block
similarity measure is based on the observation that the
margin region of head has a more salient change of color
in motion, however the center region has a relative small
change. S is used to represent the similarity of two morph-
blocks. Apparently, the bigger S is, the larger the
similarity is.
  For a frame sequence, we define the tracked head block
in current frame as the reference block A, and the head
block in the next frame as the comparative block A�. We
set��as�-�������+�� and  m�as m-�m
�m��m+�m. Since the height and width of head
zoom in proportion, we set n�as n-(n/m)�m�n��

n+(n/m)�m. Then for every point (x,y) on the search path,
we form several A� by {(x,y),m� ,n� ,�� } and
calculate its similarity with head block of current frame, A.
The system records the A � which has the largest
similarity. After finding the largest similarity on the past
search path, the search process will continue until on the
search path of next one circle it does not find a point
which has a larger similarity. If does, repeat the process
mentioned in the last sentence.  In the end, the recorded
A�is the head block of next frame. And for the self
adaptability of color model, we utilize linear weight to
update the color model[2].

3.2. Trunk and Limb

  When the head block is tracked, one feature point of
trunk, the neck, is fixed on. The tracking of trunk and limb
also depends on the above algorithm. But we must pay
attention to two problems. Firstly, because of the large
limb motion from frame to frame, we introduce a
prediction mechanism to estimate the potential limb
position in the next frame, and then fix it on accurately[8].
Secondly, we show how to deal with self occlusion in the
tracking of limb. For example, there is relative small
similarity in the block match when in one frame the trunk
occludes an up limb. But the similarity will be larger as
soon as the occlusion disappears. According to this, we
also define the similarity S as the reliability of block
match. In the match process of frame sequence, we
preserve the reliability of every limb match. If there are
one or several low reliability frames between two relative



high ones, we use the joint coordinate of high ones to
obtain the joint of low ones by linear interpolation. Our
experiment shows that it can deal with self occlusion to a
certain extent and optimize the tracking performance.

4. Reconstruction of 3D human motion
skeleton
   
  To establish the sequence of 3D human motion skeleton
under the perspective projection, we must first acquire the
camera parameter, namely camera calibration in computer
vision. Then we calculate the coordinate of 3D feature
points on the human model by use of the pin-hole model
and the knowledge of human skeleton.
  Consider two coordinate systems[9], OwXwYwZw and
OcXcYcZc. The former is an object space coordinate system
in which the 3D feature points are located. The camera is
referenced as the camera coordinate system OcXcYcZc.
Then every point Pw in OwXwYwZw can be translated to (u,v)
on the image plane by two transformations, a rotation R
and a translation t. Our goal in camera calibration is to
determine R and t when some corresponding feature lines
between 3D human model and image plane are given. To
simplify the calculation of partial derivative, we transform
the standard formulas into
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  We substitute translation t with Dx,Dy,Dz, and represent
parameter R by a rotation vector, (Wx,Wy,Wz)T. We define
the equation of a line, with a point (u,v) on it, by

dv
m

u
m

m =
+

+
+

−
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1 22

        (8)

where d is the perpendicular distance from the origin to
that line, and m is the line slope. Now the partial
derivative of d to Dx,Dy,Dz,Wx,Wy,Wz will be obtained.
After that, we may use Newton method to obtain six
projective parameters based on the following equation:

EWz
Wz
dWy

Wy
dWx

Wx
dDz

Dz
dDy

Dy
dDx

Dx
d =∆

∂
∂+∆

∂
∂+∆

∂
∂+∆

∂
∂+∆

∂
∂+∆

∂
∂  (9)

where E is the perpendicular distance from the end points
of a 2D feature line to the projective line. Because there
are two end points on one line, we can get two equations
such as (9) for one pair of corresponding feature lines.
Given three pairs of such lines, six equations will form a
linear equation group. So, there are at least three pairs of
corresponding lines needed in Newton method. In the
human model, we choose the line between left and right
shoulders, and the two lines between the chest and two
shoulders. This choice is based on the observation that this
triangle should not morph-itself in motion under most

conditions. In the below description, we name each
feature object of this triangle as the key joint, key line, and
key triangle. In the first frame, the projection of key joints
on the image plane is known by manual marking. The
position of key joint in the object space coordinate is
specified by our system. As long as the proportion of each
key line accords with the anatomy, we can always find the
location and orientation of the camera in the object space
coordinate system and let the perspective projection of
key triangle superpose with the up triangle of trunk on the
image plane.
  Now corresponding to the first frame, except for three
key joints, all other 3D feature points of the human model
are not determined yet. The next step is to acquire the 3D
feature point coordinate (Xc,Yc,Zc) of the human model
corresponding to a known 2D feature point coordinate,
(u,v). As known from the pin-hole model, to link the
optical center and a projective point will get a line, on
which all the points project on the same point in the image
plane. In order to locate the 3D feature point on this line,
we begin with a known neighboring point and use the
knowledge of human skeleton length to find a point, the
distance from which to the known neighboring point is
equal to the corresponding skeleton length[8]. Thus, with
the order from center to fringe in skeleton model, we can
get all the 3D feature points coordinates in the human
model.
  Then we discuss how to determine the coordinates of
three key joints corresponding to the subsequent frames[7].
Given the key joint coordinates, Pi

n(Xi
n,Yi

n,Zi
n) (i =1~3), of

frame n in the camera coordinate system, let us calculate
the corresponding key joint, Pi

n+1 (Xi
n+1,Yi

n+1,Zi
n+1)(i=1~3),

of frame n+1. The corresponding 2D feature point in the
image plane is (Ui

n+1,Vi
n+1). The relation of Pi

n+1 and
(Ui

n+1,Vi
n+1) can be described as
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  The skeleton length in the human model is invariable,
which means:
  ),(),( 1n
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1n
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i PPdPPd ++= (i,j =1~3) And i	j    (11)

  Using (10) to substitute Pi
n+1 in (11), we will get a

nonlinear equation group, which has three variables and
may be solved by the grads method. Thus, we obtained the
key joint coordinates of frame n+1 in the camera
coordinate system.
  Finally we can calculate all the 3D feature points in
human model corresponding to frame n+1 by the
algorithm used on the first frame[8].

5. Experiment results

  We have implemented a demo system on personal
computer. Our experiment materials are some video



recordings shot with a single camera. Figure 6 shows an
example of a human walking toward the camera. In the
top row, the 16 feature points on the first image are
marked by the user with the mouse. After the hand-
initialization we applied the program to a sequence of 41
image frames. We could successfully track all body joints
in the frame sequence. The other four images of the top
row are the 5th, 17th, 23rd and 41st frames of the video
respectively. In the middle row, we show five images of
our constructed 3D human skeleton which is shot with the
same view point as the top ones. In the bottom row, these
five images are shot by the camera rotating left 15°, right
45°, right 30°, left 60° and left 30° respectively. As you see,
the motion continuity and authenticity are embodied in the
walking sequence, which proves the robustic algorithm of
3D reconstruction. It means now we can see the person
walk from every viewpoint. For more information of our
experiment results, please visit: http://icad.zju.edu.cn/
~liuxm /animation.html.

Fig.6. The experiment of human walking

6. Conclusions

This paper proposes a new technique to capture motion
in video. It is a challenging domain to track human motion
in the joint level and recover 3D motion information. Our
contribution to this problem is that this approach does not
pose any restrictions on human motion and finally set up a
3D motion model under the perspective projection. To the
best of our knowledge, this is the first demo system that is

able to process such a challenging task and recover
complex human motion with high accuracy. It is easy and
straightforward from a user's point of view. The only need
for the user is to mark the joints of the first frame and
computer does the rest. On the other hand, any video
stream, whether it is a film, or any historical shot, such as
Charlie Chaplin's walking and Karl Lewis' running, can be
our material, which means the comprehensive application
foreground of our approach. Future work will concentrate
on utilizing more 3D human skeleton motion knowledge
to guide the 2D feature tracking. We should also
implement the texture mapping to visualize the human
skeleton.
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