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1 RESULTS DEMO

In this section, we demonstrate some alignment results of 3DDFA in Fig. 1. Since the landmark visibility can be easily computed from
the fitted dense 3D model [1], we also demonstrate the landmark visibility. In Fig. 1, the first and second rows demonstrate the samples
with large yaw angles, the third row shows the samples with both large yaw and pitch angles, the last row shows the faces with both
extreme expressions and poses.

Fig. 1. The results of 3DDFA in AFLW. For each pair, the left one overlaps the fitted 3D face on the image. The right one shows the landmarks
overlayed on the 3D face model. The blue/red ones indicate visible/invisible landmarks.

2 DATABASE

2.1 300W-3D
This database contains the images in 300W [3] and their ground truth 3D faces. It is constructed by fitting the 3D Morphable Model with
the Multi-Features Framework [4]. Different from the original algorithm, the 3D landmarks are adjusted by landmark marching [5] and
the 68-landmarks constraint is adopted throughout the fitting process. Each sample is checked, few bad samples are adjusted manually.
Fig. 2 demonstrates some samples in the database.

2.2 300W-LP
The 300W across Large Poses (300W-LP) database contains the synthesized face images from the face profiling algorithm described
in Section 4. Some samples are demonstrated in Fig. 3. Besides, Fig. 4(a) and Fig. 4(b) demonstrate the yaw angle distribution before
and after face profiling respectively. The distribution is reversed since face profiling only enlarges the yaw angle without shrinking it.
Considering that the fidelity of a synthesized sample is negatively related with the ∆yaw, we augment each training sample with the
times of d(5 ∗ 0.8∆yaw/5◦

)e. Fig. 4(c) shows the yaw distribution after augmentation.
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Fig. 2. The 300W-3D database. For each sample, the left one is the original image, the right one is the fitted 3DMM.

Fig. 3. The 300W-LP database. For each sample, the first is the original image, followed by synthesized larger-pose faces, each with increased 10
degree yaw.
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Fig. 4. The yaw angle distribution of (a) 300W, (b) 300W-LP, (c) After augmentation.

Fig. 5. The AFLW2000-3D database. For each sample, the left one is the original image, the right one is the fitted 3DMM.

2.3 AFLW2000-3D
The AFLW2000-3D database contains the first 2000 samples in AFLW [6] with their ground truth 3D faces. This database is more
challenging to construct than 300W-3D because the AFLW ignores the occluded landmarks (both occluded and self-occluded) and the
landmarks do not contain expression information (without lip landmarks). As a result we need a specifical method to deal with the
unstandardised landmarks. We adopt 6 steps to construct AFLW2000-3D:

Step 1. We train pose-independent SDM models on 300W-LP to detect 68 landmarks. Specifically, we train 7 alignment models
with the samples in 7 yaw intervals including [−90◦,−75◦], [−75◦,−45◦], [−45◦,−15◦], [−15◦, 15◦], [15◦, 45◦], [45◦, 75◦] and
[75◦, 90◦].

Step 2. According to the labelled yaw angles, we coarsely align each AFLW sample with the corresponding SDM model, getting
68 landmarks.

Step 3. We fit 3DMM with Multi-Features Framework (MFF) [4], where the 68 landmarks are used for initialization and the labelled
21 visible landmarks are used as a fitting constraint.

Step 4. We manually check the results and filter the failure results. There are 389 failure results.
Step 5. For the 389 samples, we manually label additional landmarks using the 68-landmark makeup according to the following

criterion: If eyebrow fitting fails, we label the 18, 20, 22 landmarks for the left eyebrow and the 23, 25, 27 landmarks for the right
eyebrow. If eye fitting fails, we label the 37, 38, 40, 42 landmarks for the left eye and the 43, 44, 46, 47 landmarks for the right eye. If
nose fitting fails, we label the 28, 31, 32, 34, 36 landmarks. If mouth fitting fails, we label the 61, 63, 65, 67 landmarks, which is the
most common case since AFLW dose not provide upper and lower lip landmarks. If face contour fitting fails, we label the 1, 5, 9, 13, 17
landmarks.

Step 6. We add the additional labelled landmarks and re-fit the 389 samples with MFF. Fig. 5 demonstrates some samples in
AFLW2000-3D.
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