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Abstract— While the state-of-the-art face recognition algo-
rithms are designed with the goal of reliably recognizing faces
under arbitrary illumination background and uncontrolled
imaging conditions, the performance of these face recognizers
may still varies in the real-world applications, depending on
how much the face appearance statistics in the training data
matches that in the testing data in the feature space. Assuming
the illumination environment and the imaging condition are
not subject to frequent changes at each application site where
the face recognition systems are deployed, we propose to do
site adaptation for the generic face recognizer based on some
face images captured by the cameras at the site as an adap-
tation set. Based on an OSFV[20] face recognizer with Gabor
features selected by Adaboost algorithm, we propose several
site adaptation methods at the feature level and at the model
level. Our experiment results showed that the proposed site
adaptation approaches can significantly boost the performance
of our generic face recognition algorithm at site with unforeseen
illumination background and imaging conditions with a small
adaptation set.

I. INTRODUCTION

For many real-world face recognition applications, the
face recognition system will be deployed in many sites with
uncontrolled camera setup and unforeseen illumination back-
ground. While the state-of-the-art face recognition algorithms
are designed with the aim of yielding robust and accurate
face recognition performance under arbitrary illumination
background and uncontrolled imaging conditions, it is always
desirable to develop some model adaptation algorithms that
can adapt the generic face recognizer in hand based on a
few sample face pictures captured on the sites so that the
performance of the generic face recognizer can be further
improved. We call the model adaptation in such scenario
site adaptation.

The concept of model adaptation have been explored
extensively in many speech recognition applications. While
the speech recognizer is trained based on a large speech
corpus, its performance on the speech of a new subject is
usually poor due to the huge variability of human speeches
from person to person. A typical solution is to adapt the
speech recognition model to the new subjects based on
a small adaptation data set collected from the new sub-
jects. In general, the typical adaptation techniques can be
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classified into three categories: the maximum a posterior
(MAP) adaptation[3], parameter transformation based adap-
tation using maximum likelihood linear regression(MLLR)
[11], and speaker clustering-based adaptation approaches
[10]. As these adaptation methods are proposed for the
speech recognition models formulated in the framework of
continuous density Hidden Markov Model(HMM). They can
not directly applied to the face recognition scenarios.

There are only a few works in the face recognition domain
on model adaptation. In [16], it was observed that brief peri-
ods of adaptation may serve to enhance recognition in high-
level object processing for human vision systems. In [22],
the generic intra-personal subspace for the Bayesian face
recognizer [13] is adapted to person-specific intra-personal
subspace based on a few adaptation images, so that the
performance of the generic face recognizer can be improved
on specific subjects in the testing set. In [12], person specific
associative memory neural networks are trained based on
the wavelet features for the face recognition task. It was
shown that the performance of the generic person-specific
face recognition model can be improved after adapted to a
few adaptation data of these subjects in new environments.

In this paper, a few site adaptation techniques are explored
based on a OSFV face recognition algorithm trained a subset
of Gabor features selected by Adaboosting algorithm. In
section 2, we will first introduce the details of the face
recognition algorithm. Based on the algorithm design, we
describe a few site adaptation methods in section 3. In
section 4, we show the experiment results. We train our
generic face recognizer based on the NIST Multiple Bio-
metric Grand Challenge (MBGC) face database[15], and
evaluate its performance on a testing set in Face-In-Action
(FIA) database[4]. And we show that the performance of
the generic face recognizer trained on MBGC face data can
be enhanced significantly after our proposed site adaptation
approaches when applied to FIA testing set.

II. OSFV FACE RECOGNITION WITH DISCRIMINATIVE
GABOR FEATURES

A. Face recognition framework

The framework of our face recognition system is described
in Fig. 1. Given a training set, we first compute the Gabor
features in five scale spaces and eight orientations, i.e., a
image is of size K × K is converted into Gabor features
of size K × K × 5 × 8 = 40K2. As the feature space is
of very high dimensions, we first do feature selection using
Adaboosting algorithm, so that only those Gabor features
with discriminative power are preserved. We then carry
out PCA dimension reduction on the training data with
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Fig. 1. The face recognition system framework

the selected Gabor features by preserving 99% of the data
statistical variations. In the low dimensional PCA subspace,
we then train a OSFV subspace[20] as the face recognizer.

At the testing stage, we first extract the corresponding
selected Gabor features from the testing image, the selected
Gabor features of the testing data are then projected into the
PCA subspace, and face verification is then carried out using
the OSFV model.

B. Face verification by OSFV

Optimal Subspace for Face Verification(OSFV) was pro-
posed in [20], together with Optimal Subspace for Face
Identification(OSFI), with the following motivations:

1) Different face recognition tasks (i.e., face identification
and verification) have different performance metrics,
which implies that there exist distinguished subspaces
that optimize these scores, respectively. Most prior
work focused on optimizing various discriminative or
locality criteria and neglect such distinctions.

2) As the gallery (target) and the probe (query) data
are collected in different settings in many real-world
applications, there could exist consistent appearance
incoherences between the gallery and the probe data
for the same subject. Knowledge regarding these inco-
herences could be used to guide the algorithm design,
resulting in performance gain. Prior efforts have not
focused on these facts.

Instead of following the prior efforts that find sub-
spaces to optimize various objective functions for preserv-
ing certain distributive, discriminative or locality proper-
ties of the data(PCA[9], [21], ICA[1], FDA[2], Bayesian
“dual eigenspace”[14], Bayesian Optimal LDA[5], LPP[7],
MFA[23], NPE[6], etc.), OSFV/I directly optimizes the face
recognition performance score for the face verification and
face identification task, respectively. Given the distinction in
the face verification error (for the face verification task) and
the face recognition rate (for the face identification task),
[20] showed that the optimal subspaces for the two face
recognition tasks are different.

Specific for the face verification task, considering the
training data X with ground truth person identities as the
performance evaluation data, we project the data into a

subspace A, denoted as AX, and the evaluated verification
error is formulated as

PE(A, T |X) =
FAR(AX, T ) + FRR(AX, T )

2
(1)

where FAR and FRR are the false alarm rate and the false
rejection rate, respectively, and T is the decision threshold.
As FAR and FRR are defined according to the cumulative

sum of the penalty function f(u) = Π(u) =

{
0, if u < 0

1, if u ≥ 0
for the face verification error instances(the detailed formula-
tion can be found in [20]), PE is a function of the subspace
A and the decision threshold T . However, PE is not dif-
ferentiable because f(u) = Π(u) is not differentiable. By
approximating the penalty function with a sigmoid function,
i.e., let f(u) = 1

1+e−u/σ
(we have f(u)→ Π(u), if σ → 0),

PE become differentiable, and gradient descent algorithms
can be derived to optimize PE with respect to the subspace
A and the decision threshold T , customized for a prede-
fined distance metric that is differentiable (i.e., Euclidean
or normalized correlation.). The experiments in [20] showed
that OSFV can further improve the performance of the state-
of-the-art subspace based face verification algorithms (i.e.,
FDA, LPP, MFA, NPE) in various databases.

III. THE ADAPTATION STRATEGIES

As the generic face recognizer achieves good face recog-
nition performance by modeling certain statistical properties
of the data in the training set, it would perform well on a
testing set that possesses similar statistical characteristics of
the training set. Given a testing set collected at a site with
illumination background and camera setting different from
the training set, the statistical coherence between the testing
set and the training set may no longer be satisfied. Given
a small set of adaptation data collected from this site, site
adaptation can be carried out in two directions:
• Feature Adaptation: Find a linear or nonlinear trans-

formation that adapt the site data in the feature space,
so that the statistics of the transformed site data matches
to that of the training set.

• Model Adaptation: Tune the face model parameters
by improving the overall system performance on the
adaptation data without over-fitting to the adaptation
data.
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Fig. 2. The face recognition system framework with site adaptation. The Feature adaptation and the Model adaptation components are highlighted by
bold font.

A. Feature adaptation for the selected Gabor features

Consider the Gabor features are the responses of the
Gabor filters in different scale and orientation in the face
images, The same person’s frontal face captured in different
illumination environment and with different camera configu-
ration would produce Gabor features of different distribution.
However, we can make an assumption that the strong edges
on the face will yield relatively strong Gabor responses at
the same location and orientation, but the magnitude of the
Gabor response may vary due to the difference of imaging
conditions. If we can model the statistics of the Gabor
features in both the training data and the site data, we can
compute the scaling factor by matching the statistics of the
Gabor features of the training data to that from the site data,
assuming the scaling of the corresponding Gabor magnitudes
caused by the illumination background and camera setting
variations is person-invariant, and is independent with respect
to the scales and orientations.

Denote the Gabor magnitude features for the training set
as GNK = {~g1, ~g2, ..., ~gi, ..., ~gK} where N is the number of
samples and K is the number of selected Gabor features, and
correspondingly, we denote the Gabor magnitude features for
the site data as HMK = {~h1,~h2, ...,~hi, ...~hK} (M is the
number of samples in site data), we can model the statistics
of the Gabor features in two approaches.

1) Modeling the statistics by Rayleigh distribution: In [8],
it was reported that the Gabor magnitudes have tendency to
satisfy Rayleigh distribution

Rγ(z) =
z

γ2
exp(− z2

2γ2
). (2)

Let us assume the Gabor feature gi follows Rayleigh distri-
bution Rγi(gi), and assume hi satisfies Rayleigh distribution
Rγ′i(hi), the distributions of the corresponding magnitudes
can be matched as follows

Rγi(gi) ∼ αiRαiγ′i(αihi) (3)

where

αi =
γi
γ′i

(4)

γi =

√
1

2N

∑
n

g2ni (5)

γ′i =

√
1

2M

∑
m

h2mi, (6)

for i = 1..K.
2) Modeling the statistics by histograms: On the other

hand, in case the Gabor magnitude feature violates the
Rayleigh distribution assumption, we can model the distri-
bution of the Gabor features in the training data and the site
data by histograms. Denote P(gi) as the histogram of Gabor
feature gi in the training data, and Q(hi) as the histogram
of Gabor feature hi in the site data, the optimal scale αi can
be computed as follows

αi = argminαKL(Q(αhi)||P(gi)) (7)

As the histogram Q(αihi) is not differentiable with repect to
αi, we employed discrete line search optimization technique
to find the optimal αi.

3) The algorithm: Consider the gallery and probe sets
for the training data and for the site data might be collected
in different imaging conditions (as shown in Fig. 3, here we
assume the face image pairs for face verification are prepared
with target image drawn from the gallery set and the query
image drawn from the probe set respectively), the estimation
of the scaling factor has to be estimated for the gallery and
probe data, respectively.

At the training stage, we compute the sufficient statistics of
the selected Gabor features in the training data. If we model
the feature statistics by Rayleigh distribution, we compute
{γi(Gtrain)|i = 1..N}, for the gallery set Gtrain in the
training data and {γi(Ptrain)|i = 1..N}, for the probe set
Ptrain in the training data, using Eq. 5. If we model the
feature statistics by histograms, we compute the histogram
{P(gi|Gtrain)|i = 1..N}, for the gallery set in the training
data and {P(gi|Ptrain)|i = 1..N}, for the probe set in the
training data.



At the site-adaptation stage, we collect a set of site data
that contains the gallery set Gsite and the probe set Psite that
are captured with the typical illumination background and the
typical camera settings. We can then compute the sufficient
statistics of the selected Gabor features in the site data,
respectively for the gallery set and for the probe set. And
the Gabor feature scaling parameters {αi(G)} and {αi(P)}
can be computed using Eq. 4 (if the statistics is modeled by
Rayleigh distribution) or Eq. 7 (if the statistics is modeled
by histogram).

At the system deployment stage, the target(gallery) image
and the query(probe) images are acquired on site, and the
selected Gabor features are computed, and scaled by {αi(G)}
and {αi(P)}, respectively, for the images. The scale-adapted
Gabor features are then sent to the generic OSFV face verifier
for face verification.

B. Model adaptation for OSFV classifier

In [18], prior human knowledge is incorporated into the
training of Adaboosting classifier as a means of compen-
sating for a shortage of training data. The prior human
knowledge is formulated as a rule set that maps each instance
x to an estimated conditional probability distribution π(y|x)
over the possible label values y ∈ {−1,+1}. The training
of the Adaboosting classifier then minimizes not only the
classification error in the training data, but also the distance
between the likelihood distribution of the classification re-
sults and the prior model π(y|x).

Consider a training set {xi}, with a prior model π(y|x),
and assume the output of the classifier to be trained is
f(x), a practical likelihood model for the classifier is
p(+1|f(x)) = σ(f(x)) = 1

1+e−f(x)
. The distance between

the prior model and the likelihood of the classifier can be
modeled by KL divergence,

∑
iRE(π(+1|xi)||σ(f(xi))),

where RE(p||q) = pln(p/q) + (1− p)ln((1− p)/(1− q)).
This formulation can be easily applied to the model

adaptation scenario where we can consider the output of
the generic face recognizer as the prior ”human knowledge”
model, and the adaptation set as the training set. Consider
~x represents the face image pair for identity comparison,
f(A0~x) is the identity similarity measure computed in the
generic OSFV subspace A0, we can define the similarity
prior model to be

π(+1|~x) = σT0(f(A0~x)) =
1

1 + e−(f(A0~x)−T0)

where T0 is the generic decision threshold.
We can then retrain the OSFV model on the adaptation

set Xadapt by minimizing the verification error evaluated
on Xadapt, together with the average distance between the
decision likelihood of the current classifier (with A and T )
and the prior model, the decision likelihood of the generic
classifier (with A0 and T0), as follows:

C(A, T |Xadapt) = PE(A, T |Xadapt) + (8)

λ
∑

~x∈Xadapt

RE(π(+1|~x))||σT (f(A~x)))

where λ is a weighting factor that determines how much
the decision of the adapted face verifier model can deviate
away from that of the generic face verifier model on the
adaptation set. In summary, our proposed site adaptation
approaches can be summarized Fig. 2. The generic face
verifier is obtained at the training stage with only the training
data. The model adaptation and feature adaptation is carried
out with the adaptation data at the site. After site adaptation,
the system can be deployed with the adapted model and
feature configuration. The feature adaptation and the model
adaptation can be utilized jointly if the adaptation data
provided to the model adaptation component is processed
by feature adaptation beforehand.

IV. EXPERIMENT

A. Data preparation

We first train a generic face verification model based on
a subset of the NIST Multiple Biometric Grand Challenge
(MBGC) database[15]. The training set contains 1395 gallery
(target) images and 7663 probe (query) images for 469
subjects. The gallery images are frontal face images captured
in controlled illumination, and the probe images are frontal
face images captured in uncontrolled indoor illuminations.
We split the MBGC data into a training set and a testing
set with non-overlapping subject identity. The training set
contains 396 subjects and the testing set contains the rest 69
subjects.

We would like to evaluate the performance of the generic
face recognizer on a testing face data subset from CMU
Face In Action (FIA) database[4]. The FIA database consists
of 20-second videos of face database from 206 participants
mimicking a passport checking scenario. The gallery videos
are collected with indoor illumination background and the
probe videos are collected with outdoor illumination back-
grounds. For each subject, we extract a frontal face image
from the gallery video as the gallery data, and a few frontal
face images from the probe videos as the probe data. We then
take the data of the first 103 subjects as adaptation set, and
the data of the rest 103 subjects as testing set. Figure 3 shows
the typical gallery and probe images of subjects from MBGC
and FIA database. Due to the fact that they are collected
in totally different imaging conditions, there exists strong
inconsistency in the appearance statistics between the two
databases. We align the faces by the eye locations provided
by Pittpatt face detector[17], crop the faces to image size
80 by 80 pixels, and normalize the image to zero mean
and standard deviation after DoG filtering for illumination
removal [19]. Gabor feature of size 256000 (80 × 80 × 40)
are then generated based on the preprocessed images.

B. The performance of the generic face recognizer

We first apply Adaboosting feature selection algorithm
to the MBGC database, and obtained 13888 discriminative
Gabor feature indices(about 5% of the total Gabor features).
We then compute a PCA subspace of dimension 1133 that
preserves 99% of the energy in the training data based on the
selected Gabor features. In the PCA subspace, we then apply
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Fig. 3. The gallery and probe face images in MBGC and FIA databases.
Notice the universal illumination differences between the MBGC and FIA
databases in both Gallery (Target) and probe (Query) set.

the OSFV algorithm we proposed to obtain a discriminative
subspace that minimizes the face verification error in the
training data. After the training, we apply the trained face
model to the MBGC testing data set, and we obtain the
testing face verification equal error rate(EER) 8% (as shown
in the first column of Tab. I).

We then treat all the FIA adaptation set as a training set
for the FIA data set(as it contains face data of 103 subjects),
and we train an OSFV face verification model customized
for the FIA data using the same training procedure as before.
The FIA specific face recognizer achieves EER 8.5% on the
FIA testing set (as shown in the second column of Tab. I).

Finally, we apply the OSFV face verification model trained
on MBGC data to the FIA testing data and evaluate the cross-
database face verification performance. It was shown that the
cross database performance achieves EER 14% (as shown in
the third column of Tab. I).

We consider the face recognition model trained with
MBGC database as our generic face recognizer (denoted as
MBGC face recognizer), and the goal of site adaptation is
to improve the performance of the generic face recognizer
on the FIA testing set, given a subset of the FIA adaptation
set. The performance of the face recognizer trained on the
whole FIA adaptation set (denoted as FIA face recognzier)

MBGC FIA MBGC → FIA
8% 8.5% 13.9%

TABLE I
THE BASELINE PERFORMANCE FOR THE GENERIC FACE RECOGNIZER

TRAINED ON THE MBGC DATABASE AND FIA DATABASE, AND THE

CROSS-DATABASE PERFORMANCE EVALUATION.

can serve approximately as the target performance for site
adaptation.

C. Feature adaptation

Fig. 4. The distribution of the MBGC training data (blue), the FIA
site data before feature adaptation (red) and the site data after feature
adaptation (green) in 2 dimensional PCA subspace. The gallery(target) data
is labeled with ’x’, and the probe(query) data is labeled with ’o’. It shows
the distribution of the FIA site data matches the MBGC training data better
after feature adaptation.

In Fig. 4, we plot distributions of the MBGC training data
(blue), the FIA testing data before (red) and after (green)
feature adaptation, after they are projected into the same 2
dimensional PCA subspace. The adaptation parameters are
computed based on a FIA adaptation data subset with 16 sub-
jects based on Rayleigh distribution model. The visualization
show that feature adaptation can transform the distribution
of the FIA testing data so that it become more consistent
with that of the MBGC training data.

By increasing the number of subjects in the sequence of
2, 4, 8, 16, 32, 64 in the adaptation subset, we can evaluate
how the performance of MBGC trained face recognizer is
improved after the feature adaptation with respect to the size
of the adaptation data subset. By generating the adaptation
subset with different subject number 10 times by randomly
drawing subjects from the whole adaptation data, we can
compute the statistics of the performance improvement. Fig.
5 shows the mean and standard deviation of the performance
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Fig. 5. The performance improvement of the MBGC face recognizer on
the FIA testing data improves while the number of subjects in the adaptation
set increases. The blue line with error bar shows the performance of feature
adaptation by mean match-up. And the red line with error bar shows the
performance of feature adaptation by distribution match-up.

of the MBGC face recognizer after adaptation with respect
to the number of the subjects in the adaptation subset. The
blue line with error bar shows the performance enhancement
of the feature adaptation based on Rayleigh distribution
model, and the red line with error bar shows the performance
enhancement of the feature adaptation based on distribution
model. For comparison, we plotted the performance of the
MBGC face recognizer evaluated on the FIA testing data
with red dotted line, and the performance of the FIA face
recognizer on the testing set with green dotted line. It was
shown that the performance of MBGC face recognizer after
feature adaptation get worse if the number of subjects in
the adaptation subset is less than 8, but the performance is
stably improved if the number of subject is more than 8.
The improvement stabilizes after the number of subject is
more 16. The feature adaptation based on histogram model
achieves slightly better performance than that based on the
Rayleigh distribution model when the number of subject is
more than 30.

D. Model adaptation for OSFV classifier

As the training/adaptation of the OSFV model is a gradient
descent algorithm that is computationally expensive, we con-
sider a model adaptation scenario where an adaptation subset
of 16 subjects is prepared. We first do feature adaptation,
and we observe that the EER on the FIA adaptation subset
reduces from 14% to 8.5%, and the EER on the testing
set reduces from 13.9% to 10.3%. By applying the model
adaptation for the OSFV classifier, we observe the EER on
the adaptation subset reduces to 1.4% and the EER on the
testing set reduces to 9.8%. The results are shown in Tab. II.

% FIA adaptation subset FIA testing data
No adaptation 14.0 13.9

Feature adaptation 8.5 10.3
Feature&Model adaptation 1.4 9.8

TABLE II
MODEL ADAPTATION FOR OSFV CLASSIFIER ON FIA DATABASE

V. SUMMARY

In this paper, we proposed two site-adaptation methods for
generic face recognizer, with the hope that the performance
of a generic face recognizer can further improved when
deployed at a specific application site, if a small adaptation
data set is provided. Our experiment results showed that
the proposed site adaptation approaches can significantly
enhance the performance of our face recognizer which is
trained on MBGC database, adapted to and evaluated on the
FIA database.
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