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In this supplementary material, we provide:

� Additional implementation details including network structures, 3D heatmap calculation and data
preparation.

� Additional experimental results including visualization of the learned voxel features, additional
detection and reconstruction results, and shape representation comparison.

1 Implementation Details

1.1 Network Structures

We use a ResNet-34 without bottleneck layers as the backbone to extract features. The detailed
architecture is depicted in Fig. 1. The network takes an image as input and generates a D-channel
multi-scale 2D feature maps F ∈ RWF×HF×D. In our experiments, the image size of Pix3D,
ShapeNet-pairs and -triplets data is 256× 256 pixels, and 480× 640 for ScanNet-MDR data. The
3D keypoint, regression and coarse-level voxelization branches are separately implemented using
a two-convolution-layers network with sizes of 3× 3× 128 and 1× 1× ∗, where ∗ is the feature
channel of the respective output branch, i.e., 8 for the regression branch.

Figure 1: The architecture of the 2D feature extraction network. We reshape the feature maps to the original
image size with bilinear interpolation.
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