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Discriminative Face Alignment
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Abstract—This paper proposes a discriminative framework for efficiently aligning images. Although conventional Active Appearance
Models (AAM)-based approaches have achieved some success, they suffer from the generalization problem, i.e., how to align any
image with a generic model. We treat the iterative image alignment problem as a process of maximizing the score of a trained two-class
classifier that is able to distinguish correct alignment (positive class) from incorrect alignment (negative class). During the modeling
stage, given a set of images with ground truth landmarks, we train a conventional Point Distribution Model (PDM) and a boosting-based
classifier, which acts as an appearance model. When tested on an image with the initial landmark locations, the proposed algorithm
iteratively updates the shape parameters of the PDM via the gradient ascent method such that the classification score of the warped
image is maximized. We use the term Boosted Appearance Models (BAM) to refer the learned shape and appearance models, as well
as our specific alignment method. The proposed framework is applied to the face alignment problem. Using extensive experimentation,
we show that, compared to the AAM-based approach, this framework greatly improves the robustness, accuracy and efficiency of face
alignment by a large margin, especially for unseen data.

Index Terms—Face, alignment, Boosting, Active Appearance Models, AAM, Boosted Appearance Models, BAM, image alignment,
gradient descent, landmark, generative vs. discriminative model.
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1 INTRODUCTION

IMAGE alignment is the process of moving and deforming a
template to minimize the distance between the template and

an image. Since Lucas and Kanade’s seminar work [1], image
alignment has found many applications in computer vision
such as face fitting [2], image coding [3], tracking [4], [5],
image mosaicing [6], medical image interpretation [7], indus-
trial inspection [8], etc. With the introduction of Active Shape
Models (ASM) [9] and Active Appearance Models (AAM)
[2], [10], generative model-based face alignment/fitting has
become more popular in the vision community.

Essentially, there are three elements to image alignment,
namely template representation, distance metric, and optimiza-
tion method. The template can be represented using a simple
image patch, or the more sophisticated ASM or AAM. The
Mean Squared Error (MSE) between the warped image and
the template is one of the most widely used distance metrics.
For optimization, gradient descent methods are commonly
used to iteratively update the shape parameters, including
Gauss-Newton, Newton, Levenberg-Marquardt, etc. The In-
verse Compositional (IC) and Simultaneously Inverse Compo-
sitional (SIC) methods proposed by Baker and Matthews [11]
are excellent examples of recent advances in image alignment.
Their novel formulation of warp update during the optimiza-
tion results in an efficient algorithm for fitting AAM to facial
images. However, as indicated by [12], [13], the alignment
performance degrades quickly when the AAM are trained on
a large dataset and fit to images that were not seen during
the AAM training. We assert that this generalization issue is
caused by the eigenspace-based appearance modeling and the
use of MSE as the distance metric.

To remedy the generalization problem, this paper proposes
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a novel discriminative framework for image alignment. As
shown in Fig. 1(a), for the template representation, we train
a boosting-based classifier that learns the decision boundary
between two classes, given a face dataset with ground truth
landmarks. The positive class includes images warped with
ground truth landmarks; the negative one includes images
warped with perturbed landmarks. The set of trained weak
classifiers, based on Haar-like rectangular features [14], [15],
acts as an appearance model. We then use the score from
the trained strong classifier as the distance metric, which is a
continuous value proportional to the accuracy of alignment, to
align an image by maximizing its classification score. Similar
to the term AAM and ASM, we use Boosted Appearance
Models (BAM) to refer to the learned shape and appearance
models, as well as our specific alignment method. As shown
in Fig. 1(b), the image warped using the initial shape pa-
rameters p(0) will likely have a negative score. The shape
parameters are iteratively updated via gradient ascent such
that the classification score keeps increasing. The proposed
framework is applied to the face alignment problem. With
extensive experimentation, we show that, compared to the
AAM-based approach, this framework greatly improves the
robustness, accuracy and efficiency of face alignment by a
large margin, especially for unseen data.

The proposed image alignment framework has three main
contributions.

1 In terms of template representation, we propose a novel
discriminative method of appearance modeling via boost-
ing. Unlike the conventional generative model-based
AAM that only model the Gaussian distribution of
warped images under correct alignment, the BAM learn
the discriminative properties between warped images
under both correct and incorrect alignment. Also, the
appearance model of BAM is a much more compact
representation compared to that of AAM, since only



2

+

++
+

+

+

+

+

+
+

+

-

+

-
--

- -
-
-

-
-

-

-

-

- - -

-

--

-

-

Shape parameters 

C
la

s
s
ific

a
tio

n
 s

c
o

re

+
-

+

-
-

(a) (b)

Fig. 1. (a) Model training: learn a two-class classifier
that distinguishes correct alignment (positive class) from
incorrect alignment (negative class) based on warped im-
ages; (b) Face alignment: given initial shape parameters,
iteratively update the parameter via gradient ascent such
that the warped image achieves the maximal score from
the trained classifier.

the weak classifier parameters are stored as the model.
Furthermore, the local rectangular features used in the
BAM makes it robust to partial occlusion. Finally, we
also incorporate an approach to model and enforce the
shape constraint such that an improved BAM can be
learned.

2 In terms of distance metric, we propose a novel alignment
algorithm through maximizing the classification score.
Compared to minimizing the MSE in AAM-based ap-
proaches, our method benefits from the fact that the
boosting method is known to be capable of learning
from a large dataset and generalizing well to unseen
data. The final classification score after convergence also
provides a natural way to describe the quality of the
image alignment.

3 In terms of applications, we greatly improve the per-
formance of generic face alignment. The AAM-based
approach performs well for person-specific or small
population-based face alignment. Our proposal improves
it toward the ultimate goal that a face alignment algorithm
should be very generic, i.e., be able to fit to faces
from any unknown subject with any pose, expression or
lighting in real time.

The paper is organized as follows: After a brief description
of the related work in Section 2, this paper presents the model
learning and fitting methods of the conventional AAM in
Section 3. The training of BAM is given in Section 4, and
the BAM based fitting algorithm is presented in Section 5.
Section 6 makes a detail comparison between BAM and AAM,
as well as BAM and ASM. Section 7 describes our extensive
experimental results. The paper concludes in Section 8.

2 RELATED WORK

Image alignment is a fundamental problem in computer vision.
Since early 90s, ASM [9] and AAM [2], [10] have become one
of the most popular model-based image alignment methods
because of their elegant mathematical formulation and efficient
computation. For the template representation, AAM’s basic

idea is to use two eigenspaces to model the object shape and
shape-free appearance respectively. For the distance metric,
the MSE between the appearance instance synthesized from
the appearance eigenspace and the warped appearance from
the image observation is minimized by iteratively updating
the shape and/or appearance parameters. ASM and AAM
have been applied extensively in many computer vision tasks,
such as facial image processing [16]–[18], medical image
analysis [19], image coding [3], industrial inspection [8],
object appearance modeling [20], etc. Cootes and Taylor [21]
have an extensive survey on this topic.

Due to the needs of many practical applications such as
face recognition, expression analysis and pose estimation,
extensive research has been conducted in face alignment. Zhou
et al. [22] propose a Bayesian inference solution and an EM
based method is used to implement the MAP estimation. This
work was further extended to multi-view face alignment via
a Bayesian mixture model [23]. Liang et al. [24] employ a
shape constrained Markov network searching for accurate face
alignment. Even though variety of approaches are proposed,
the majority of prior work in face alignment is based on
ASM, AAM or their variations [16]–[18], [25]–[31]. Due to
the rich literature on applying AAM/ASM for face alignment,
detailed survey on this topic is beyond the scope of this paper.
Some representative work are listed here. Yan et al. [16]
introduce the texture-constrained active shape models, which
effectively incorporate not only the shape prior and local
appearance around each landmark, but also the global texture
constraint over the shape. Dedeoglu et al. [18] integrate the
AAM-based fitting with an image formulation model such
that the fitting on low resolution images is greatly improved.
AAM have also been adapted [26] and fused [27], which
benefit the model fitting. Donner et al. [28] improve the fitting
speed using the canonical correlation analysis that models the
dependency between texture residuals and model parameters
during search. Under the ASM framework, Cristinacce and
Cootes incorporate a template model for each landmark either
generatively [17] or discriminatively [25]. In all the previous
work, AAM and their variations employ a generative appear-
ance modeling approach.

It is well known that AAM-based face alignment has
difficulty with generalization [12], [13]. That is, the alignment
tends to diverge on images that are not included as the training
data for learning the model, especially when the model is
trained on a large dataset. We assert this is mostly due to
the fact that the generative appearance model only learns the
appearance variation retained in the training data. When more
training data is used to model larger appearance variations, the
representational power of the eigenspace is very limited even
under the cost of a much higher-dimensional appearance sub-
space, which in turn results in a harder optimization problem.
Because estimating higher-dimensional appearance parameters
implies more chance to be fallen into local minimum. Also,
using the MSE as the distance metric essentially employs an
“interpretation through synthesis” approach, further limiting
the generalization capability by the representational power of
the appearance model. Researchers have noticed this problem
and proposed methods to handle it. Jiao et al. [32] suggest
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Fig. 2. Image warping from the image observation to
the mean shape. Given a pixel coordinate (x, y) in the
mean shape s0, W(x, y; p) indicates the corresponding
pixel in the image observation, whose intensity value (54)
is obtained via bilinear interpolation and treated as one
element of the N -dimensional vector I(W(x; p)).

using Gabor wavelet features to represent the local appearance
information. Hu et al. [33] utilize a wavelet network represen-
tation to replace the eigenspace-based appearance model, and
demonstrate improved alignment with respect to illumination
changes and occlusions.

The basic idea of our proposal is optimization via maximiz-
ing a classification score. Similar ideas have been explored
in object tracking research [34]–[36]. Avidan [34] estimates
the 2D translation parameters by maximizing the Support
Vector Machine (SVM) classification score. Limitations of this
method include dealing with partial occlusions and the large
number of support vectors which might be needed for tracking,
burdening both computation and storage. Williams et al. [35]
build a displacement expert, which takes an image as input and
returns the displacement, by using Relevance Vector Machine
(RVM). Since RVM is basically a probabilistic SVM, it still
suffers from the problem of requiring a large set of support
vectors. The recent work by Hidaka et al. [36] performs face
tracking (2D translation only) via maximizing the score from
a Viola and Jones face detector [14], where a face versus non-
face classifier is trained. Our proposal differs from these works
in that we are dealing with a much larger shape space than
object tracking, where often only 2D translation is estimated.

3 AAM AND MODEL FITTING

In this section, we will first introduce the training procedure of
the conventional AAM, then describe the AAM-based fitting
algorithms.

3.1 Shape and Appearance Modeling

The shape model and appearance model part of AAM are
trained with a representative set of facial images. The shape
model, which is conventionally called Point Distribution
Model (PDM) [9], is learned in the following procedure.
Given a face database, each facial image is manually labeled
with a set of 2D landmarks, [xi, yi] i = 1, 2, ..., v. The
collection of landmarks of one image is treated as one obser-
vation from the random process defined by the shape model,
s = [x1, y1, x2, y2, ..., xv, yv]T . Eigen-analysis is applied to

Fig. 3. The mean and first 7 basis vectors of the shape
model (top) and the appearance model (bottom) trained
from the ND1 database. The shape basis vectors are
shown as arrows at the corresponding mean shape land-
mark locations.

the observation set and the resultant model represents a shape
as,

s(p) = s0 +
n∑
i=1

pisi, (1)

where s0 is the mean shape, si is the ith shape basis, and
p = [p1, p2, ..., pn]T are the shape parameters. By design, the
first four shape bases represent global translation and rotation.
Together with other bases, a warping function from the model
coordinate system to the coordinates in the image observation
is defined as W(x, y; p), where (x, y) is a pixel coordinate
within the face region R(s0) defined by the mean shape s0.
Fig. 2 shows one example of the warping process.

We define the warping function with a piecewise affine
warp:

W(x, y; p) = [1 x y]a(p), (2)

where a(p) = [a1(p) a2(p)] is a 3 by 2 affine transformation
matrix that is unique to each triangle pair between s0 and
s(p). Given shape parameters p, the a(p) matrix needs to
be computed for each triangle. However, since the knowledge
of which triangle each pixel (x, y) belongs to can be pre-
computed, the warp can be efficiently performed via a table
lookup, inner product as in (2), and bilinear interpolation of
the image observation I. We denote the resultant warped image
as a N -dimensional vector I(W(x; p)), where x is the set of
all pixel coordinates within R(s0).

Given the shape model, each facial image is warped into
the mean shape via the above warping function. These shape-
normalized appearances from all training images are fed
into an eigen-analysis and the resulting model represents an
appearance as,

A(x;λ) = A0(x) +
m∑
i=1

λiAi(x), (3)

where A0 is the mean appearance, Ai is the ith appearance
basis, and λ = [λ1, λ2, ..., λm]T are the appearance parame-
ters. Fig. 3 shows the AAM trained using 534 images of 200
subjects from the ND1 face database [37].

3.2 AAM-based Fitting
AAM can synthesize facial images with arbitrary shape and
appearance within a population. Thus, the AAM can be used
to explain a facial image by estimating the optimal shape and
appearance parameters such that the synthesized image is as
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similar to the image observation as possible. This leads to the
cost function used for model fitting [10],

J(P, λ) =
1
N

∑
x∈R(s0)

||I(W(x; P))−A(x;λ)||2, (4)

which is the MSE between the warped observation
I(W(x; P)) and the synthesized appearance instance A(x;λ),
and N is the total number of pixels in R(s0).

Traditionally this minimization is solved by gradient decent
methods. Baker and Matthews [11] proposed the IC and SIC
methods that greatly improve the fitting performance. Their
basic idea is that the role of appearance templates and the input
image is switched when computing ∆P. Thus a large portion
of time-consuming steps in parameter estimation can be pre-
computed and remain constant during the fitting iteration.

4 BOOSTED APPEARANCE MODELS

The Boosted Appearance Models are composed of a shape
model, a appearance model, and a specific model fitting
method. The shape model of BAM is the same as the PDM
of the conventional AAM, as we introduced in Section 3.1. In
this section, we present the training method of the appearance
model of BAM.

4.1 Appearance Modeling in BAM
Similar to AAM, our appearance model is defined on the
warped image I(W(x; P)). That is, we want to define a
function F (I(W(x; P)); p) as our appearance model, which
takes the warped image I(W(x; P)) and shape parameters P
as input, and outputs a score. In our case we use how a shape
instance represents the shape of the underlying facial features
to determine the appearance model. Specifically, if the shape
instance s(p) is the ground truth shape of the face image I,
where we denote p to be a positive shape, F (I(W(x; P)); p)
returns a positive score. Otherwise, p denotes a negative
shape and F (I(W(x; P)); p) is negative. In other words,
F (I(W(x; P)); p) indicates whether or not p represents the
true shape parameters for the underlying face image.

With this formulation, the appearance model is actually a
two-class classifier. An important aspect of training a classifier
is the choice of features. One could use holistic or local
features. Holistic features such as eigenfaces [38], have been
commonly used in face recognition. On the other hand, local
features such as Haar [14], [15], HOG [39], and SIFT [40] are
popular for representing objects with large variations. Since
occlusion-robust face alignment is desired for many applica-
tions, we adopt a local feature representation. In particular, we
use a linear combination of several local features to define the
appearance model:

F (I(W(x; P)); p) =
M∑
m=1

fm(I(W(x; P)); p) (5)

where fm(I(W(x; P)); p) is a function operating on one local
feature of I(W(x; P)).

Given this formulation of the appearance model, machine
learning tools such as boosting become a natural choice to

learn such a model. Boosting refers to a simple yet effec-
tive method of learning an accurate prediction function by
combining a set of weak classifiers [41] using summation. It
has shown greater performance than many machine learning
paradigms, when applied to challenging tasks [42]. Note
that fm(I(W(x; P)); p) in (5) can be viewed as a weak
classifier operating on I(W(x; P)). For the simplification
of the notation, we will denote the weak classifier and the
strong classifier as fm(p) and F (p) respectively. To realize
a boosting-based learning framework, we need to specify
three key elements: training samples, weak classifier design,
and learning procedure. These are described in the following
sections.

4.1.1 Training samples

As described before, since our appearance model, i.e., the set
of weak classifiers fm(p), is defined on the warped images,
a training sample for our boosting-based appearance learning
is a N -dimensional warped image I(W(x; p)).

Given a face database with manually labeled landmarks s,
the ground truth shape parameters p for each face image I
are computed based on (1). Then, the set of warped images
I(W(x; p)) are treated as positive training samples (yi = 1)
for the boosting. For each image, a number of negative
shapes p′ are synthesized by random perturbation. Equation
(6) describes our perturbation, where ν is a n-dimensional
vector with each element uniformly distributed within [−1, 1],
µ is the vectorized eigenvalues of all shape bases in the PDM,
and σ is a constant scale controls the range of perturbation.

p′ = p + σν · µ (6)

Together with the original face image, one perturbed
negative shape can provide one negative training samples
I(W(x; p′)) (yi = −1). Hence, this is an unbalanced learning
problem since a number of negative shapes and also negative
training samples can be generated with one positive training
sample.

4.1.2 Weak classifier design

We now define the weak classifier. Given that real-time face
alignment is desired, we construct the weak classifier based
on the Haar-like rectangular features [14], [15], whose fast
evaluation is enabled by the integral image [14]. As shown
in Fig. 4(a), the rectangular feature can be parameterized by
(r, c, dr, dc, b), where (r, c) is the top-left corner, (dr, dc) is
the height and width, and b is the feature type. Fig. 4(b)
shows the six feature types used in our algorithm. The first
five feature types are the conventional ones used in the Viola-
Jones face detection [14]. The sixth feature type, where two
detached rectangles occupy the mirror-position of two sides
of the face, is proposed based on the fact that the warped
face is approximately symmetric in the horizontal direction.
The hypothesis space F , where (r, c, dr, dc, b) resides, is
obtained via an exhaustive construction within the mean shape.
For example, there are more than 300, 000 such rectangular
features for a mean shape with size of 30× 30.
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Fig. 4. (a) The parametrization of a weak classifier; (b)
The six feature types; (c) The notional template A, whose
inner product with the warped image is mathematically
equivalent to computing a rectangular feature; (d) Let the
rectangular features of the positive samples have larger
mean than that of the negative samples, by multiplying a
sign g = {1,−1}, and then estimate the threshold t that
has the minimal weighted LS error via binary search.

In summary, we use the weak classifier defined as follows:

fm(p) =
2
π
atan(gmAT

mI(W(x; p))− tm), (7)

where Am is a template, gm is ±1 and tm is a threshold.
Given a rectangular feature (r, c, dr, dc, b), we can generate
a corresponding template A, as shown in Fig. 4(c). The
inner product between the template and the warped image
is equivalent to computing the rectangular feature using the
integral image.

The atan() function makes this weak classifier different
from the commonly used stump classifier in the AdaBoost
algorithm, since the classifier response fm(p) is continuous
within −1 and 1. As we will show in Section 5, this difference
is very critical for the face alignment application because the
continuous classifier response is utilized to update the shape
parameters.

It is possible that the weak classifier can be defined dif-
ferently as the atan() function in (7). The basic guidance
of designing weak classifiers is to consider both the discrim-
inability, where a classifier is optimal with the least number
of weak classifiers, and the derivability, where the response of
the strong classifier is favorable for optimization. For example,
the stump classifier has high discriminability. However, its
derivability property (infinity at zero) prevents it being used in
our approach. Other potential weak classifier definition could
be the sigmoid function. We choose atan() mostly due to the
fact that its derivative is in a relative simple form.

4.1.3 Learning procedure
We employ the boosting framework (Algorithm 1) to train a
classifier that is able to distinguish correct alignment from
incorrect alignment. Different variants of boosting have been
proposed in the literature [43]. We use the GentleBoost al-
gorithm [42] based on two considerations. First, unlike the
commonly used AdaBoost algorithm [41], the weak classi-
fier in the GentleBoost algorithm is a soft classifier with
continuous output. This property allows the output of the
strong classifier to be smoother and favorable as an alignment
metric. In contrast, the hard weak classifiers in the AdaBoost
algorithm lead to a piecewise constant strong classifier, which
is difficult to optimize. Second, as shown in [44], for object
detection tasks, the GentleBoost algorithm outperforms other

Algorithm 1: The GentleBoost algorithm.
Input: Training data {xi; i = 1, 2, ...,K} and their

corresponding class labels {yi; i = 1, 2, ...,K}.
Output: A strong classifier F (x).
1. Initialize weights wi = 1/K, and F (x) = 0.
2. for m = 1, 2, ...,M do

(a) Fit the regression function fm(x) by weighted
least-squares (LS) of yi to xi with weights wi:

fm(x) = argmin
f∈F

ε(f) =
K∑
i=1

wi(yi − f(xi))2. (8)

(b) Update F (x) = F (x) + fm(x).
(c) Update the weights by wi = wie

−yifm(xi) and
normalize the weights such that

∑K
i=1 wi = 1.

end
3. Output the classifier F (x) =

∑M
m=1 fm(x).

boosting methods in that it is more robust to noisy data and
more resistant to outliers.

The boosting-based learning algorithm proceeds with the
following iterative steps: 1) select features by evaluating the
classification error of each feature in the hypothesis space
(Step 2(a)) and 2) update weights of training samples so that
the later learning stages focus on the challenging samples (Step
2(c)).

Given a set of facial images with manual label, positive
and negative training samples are generated according to
Section 4.1.1. Once the rectangular features for a set of
training samples are computed, gm = −1 if the mean of the
features of positive samples is less than that of the negative
samples, otherwise gm = 1. In other words, for each weak
classifier, gm is set such that overall the positive samples
have larger feature response than the negative ones. This is an
important property of the weak classifier since it ensures that
the maximization of the learned strong classifier will lead to
the correct alignment. The threshold, tm, is obtained through
binary search along the span of the rectangular features, such
that the weighted LS error is minimal. The aforementioned
weak classifier computation is conducted for each feature in
the hypothesis space, and the weak classifier with minimal
error ε(f) is selected. Such an exhaustive search procedure
is a crucial step in the GentleBoost algorithm, Step 2(a) in
Algorithm 1, which is normally fairly slow due to the huge
hypothesis space.

The results of the boosting are a number of weak classifiers,
each with 7 parameters cm = (r, c, dr, dc, b, g, t). We consider
the set of weak classifiers {cm;m = 1, 2, ...,M} as the
appearance model of the Boosted Appearance Models (BAM).
Fig. 5 shows the top 3 rectangular features, and the spatial
distribution of the top 50 features trained from a face dataset
with 400 images. Note that the learned rectangular features
are well aligned with the boundary of facial features, such
as eyes and nose. Also most rectangular features are located
on facial features. This observation consists well with our
intuition that it is the appearance information around the facial
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(a) (b)

Fig. 5. (a) The top 3 features selected by the GentleBoost
algorithm. The rectangles are well aligned with the bound-
ary of facial features, such as eyes and nose; (b) The
brightness indicates the density of the top 50 rectangular
features. Most classifier features are located on facial
features.

features determining the accuracy (or correctness) of the face
alignment.

4.2 Appearance Modeling with Shape Constraint
It is well known that the Point Distribution Model assumes
a multi-dimensional Gaussian distribution for the shape in-
stances. Hence, any shape instance within a hyperellipsoid,
whose radius is proportional to the corresponding eigenvalue,
is assumed to be an allowable shape by the PDM. However,
because of the non-Guassian nature of the sample distribution,
this assumption might not be true. That is, it is possible to find
instances within the hyperellipsoid to be unallowable shapes,
i.e., ones that are unlikely to be the valid shapes of any human
face. It is understood that an ideal shape model should be
both complete, which means it models all valid variations,
and concise, which means it does not model anything that is
not valid. Many researchers have noticed this problem and
proposed approaches to solve it [45], [46].

This modeling issue in the shape model also causes prob-
lems for our appearance modeling. BAM require a large set
of negative shapes to be synthesized by perturbing the ground
truth shape parameters, as shown in (6). With the random
perturbation, it is very likely that part of perturbed negative
shapes will be unallowable shape instances, whose correspond-
ing negative training samples (the warped image I(W(x; p′)))
will be fed to the boosting-based learning. On one hand,
in practical applications the unallowable shape instance will
not be used to initialize the model fitting. Hence learning
to distinguish these negative training samples is unnecessary.
On the other hand, due to the high-dimensional shape space,
there are practically infinite negative training samples for the
BAM learning, where those from unallowable shapes will
undoubtedly make the learning problem to be more complex.

To alleviate this problem, we adopt the shape parameter
optimization approach proposed by Li and Ito [45]. Although
the original idea was proposed for ASM, we are certain that
it can be useful for providing shape constraint for BAM
learning as well. This approach has two components. One is
the learning of shape constraints, which can be conducted after
the PDM is trained. The other is the enforcement of the shape
constraints, which is used in generating the negative shapes
and in each iteration of the model fitting.

The basic idea of the learning component is to quantize
each element of the shape parameters and approximate its

distribution as a table. Since the shape parameters are in a n-
dimensional space, the complete description of the parameter
distribution will require a n-dimensional table, which will be
an extremely sparse and statistical unmeaningful table given
the limited training shape instances. Thus, for each element
of the shape parameters, we are only interested in the joint
distribution between itself and two most correlated elements,
which are obtained by computing the correlation coefficient
between two elements and selecting the top two from the
n − 1 coefficients. The joint distribution for each element is
described by a 3-dimensional table, where the table size equals
to the level of the quantization (7 in our experiment), and
the entry of the table counts the number of shape parameters
whose three quantized elements match with the table index.
In our experiments, the learning component results in a n× 2
matrix for the most correlated elements, and a 7 × 7 × 7
table for each of the n elements. To enforce of the shape
constraints, it is required that all elements of given shape
parameters should hit a non-zero entry in their corresponding
n tables. If not, the element of the shape parameters needs to
be drag until it hits a non-zero entry, while in the same time
causing the least amount of shape deformation. Hence, the
drag always starts with the element with the smaller eigenvalue
and iteratively modifies the quantized element toward the
center of the hyperellipsoid.

We can apply this shape constraint for improving the BAM
learning. That is, after each negative shape is perturbed as (6),
we enforce the shape constraint such that the negative shape
is a valid shape instance. The remaining learning procedure is
the same as before. Thus the shape constraint acts as a filter
to ensure that BAM focus the learning on the valid training
samples. We call the resulting BAM as Shape Constrained
BAM (SC-BAM), whose performance will be presented in
Section 7.2.

5 FACE ALIGNMENT

5.1 Problem Definition
Given the trained BAM, we formally define the problem we
are trying to solve: Find the shape parameters p to maximize
the score of the strong classifier

max
p

M∑
m=1

fm(p). (9)

In the context of face alignment, solving this problem means
that given the initial shape parameters p(0), we look for the
new shape parameters that lead to the warped image with the
maximal score from the strong classifier.

Because image warping is involved in the objective function,
this is a nonlinear optimization problem. We choose to use the
gradient ascent method to solve this problem iteratively.

5.2 Algorithm Derivation
Plugging (7) into (9), the function to be maximized is

F (p) =
M∑
m=1

2
π
atan(gmAT

mI(W(x; p))− tm). (10)
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Algorithm 2: The image alignment algorithm of BAM.
Input: Input image I, initial shape parameters p,

pre-computed Jacobian ∂W
∂p , and BAM with the

shape model {si; i = 0, 1, ..., n} and the
appearance model {cm;m = 1, 2, ...,M}.

Output: Shape parameters p.
0. Compute the 2D gradient of the image I.
repeat

1. Warp I with W(x; p) to compute I(W(x; p)).
2. Compute the feature for each weak classifier:
em = gmAT

mI(W(x; p))− tm;m = 1, 2, ...,M .
3. Bilinearly interpolate the gradient of image I at
W(x; p).
4. Compute the steepest descent image SD = ∇I∂W∂p .
5. Compute the integral images for each column of
SD and obtain the rectangular features for each weak
classifier: bm = gmSD

TAm;m = 1, 2, ...,M .
6. Compute 4p using 4p = α 2

π

∑M
m=1

bm

1+e2m
.

7. Update p = p +4p.
until ||

∑n
i=14pisi|| ≤ τ .

Taking the derivative with respect to p gives

dF

dp
=

2
π

M∑
m=1

gm[∇I∂W∂p ]TAm

1 + [gmAT
mI(W(x; p))− tm]2

, (11)

where ∇I is the gradient of the image I evaluated at W(x; p),
and ∂W

∂p is the Jacobian of the warp evaluated at p.
The derivative dF

dp indicates the direction to modify p
such that the classification score increases. Thus, during the
alignment iteration, the shape parameters p are updated via

p = p + α
dF

dp
, (12)

where α is the step size, until the change of the facial landmark
locations is less than a certain threshold τ .

We now discuss how to compute dF
dp efficiently. Based on

(2) and the chain rule,

∂W
∂p

= [
∂W
∂a1

∂a1

∂p
∂W
∂a2

∂a2

∂p
], (13)

where ∂W
∂a1

and ∂W
∂a2

are both N by 3 matrices and N is
the number of pixels in the warped images. Since the affine
parameter a is a linear function of p, ∂a1

∂p and ∂a2
∂p are

independent of p. Thus ∂W
∂p does not depend on p. In other

words, it can be pre-computed and does not need updating in
each alignment iteration. Note that we have this computational
gain only because we use the piecewise affine warp, which is
linear on p. In theory, ∂W

∂p needs to be re-evaluated if p are
updated, when for example the warp is polynomial on p.

The alignment algorithm is summarized in Algorithm 2. The
first step is to compute the warped coordinates of all pixels in
the mean shape space, i.e.,W(x; p), and bilinearly interpolate
I to compute I(W(x; p)). The computation cost for both
operations is O(N). The second step is to compute the integral
image of I(W(x; p)), whose computation cost is O(N), and
obtain the feature response for each weak classifier via the

TABLE 1
The computation cost of the alignment algorithm at one

iteration. n is the number of shape bases, N is the
number of pixels within the mean shape, and M is the

number of weak classifiers.

Step 1 Step 2 Step 3 Step 4
O(N) O(N +M) O(N) O(nN)

Step 5 Step 6 Step 7 Total
O(n(N +M)) O(nM) O(n) O(n(N +M))

integral image, gmAT
mI(W(x; p)) − tm, whose computation

cost is constant for each classifier. Hence, the total coast for
this step is O(N+M). The third step interpolates the gradient
of I at the known warped coordinates W(x; p). Similar to the
first step, its computation cost is also O(N).

The fourth step is to multiply ∇I and the pre-computed
∂W
∂p . The result SD = ∇I∂W∂p is called the steepest descent

image, which is a N by n matrix where n is the number of
shape bases. The computation cost for this step is O(nN).
Similar to AT

mI(W(x; p)), in the fifth step, we do not need
to perform the actual matrix multiplication between SD and
Am. Instead, we first compute the integral images of each
column in SD, whose computation cost is O(nN), and then
calculate the rectangular features of Am by a fast table lookup.
The sixth step is to compute the gradient 4p by combining
the results from each weak classifier. The last step is to update
the shape parameters p.

Basically bm in Step 5 can be considered as the gradient
direction derived from each weak classifier. However, its
contribution to the final gradient dF

dp is determined by 1
1+e2m

.
The weak classifiers with low |em| are less certain in their
own classification decision. These weak classifiers contribute
more to the final travel direction. Obviously this observation
conforms well with intuition. Also, this observation opens the
possibility to speed up the fitting algorithm. That is, we can
rank the magnitudes of all feature responses |em| after the
second step, and only compute (the fifth step) and integrate
(the sixth step) bm for the weak classifiers whose |em| are
smaller than a threshold. This approximation will speed up
the computation for both the fifth and sixth step.

Also, if the SC-BAM is trained, the model fitting should
make use of the shape constraint as well. We achieve this
by enforcing the constraint after Step 7 of Algorithm 2 in
each iteration. Basically this will ensure that the intermediate
estimations of the shape parameters during the fitting process
are all valid shape instances.

We summarize the computation cost for each step during
one iteration in Table 1. Note that because of using integral
images, the most computationally intensive step, Step 5, can
be computed in a relatively efficient way.

6 COMPARISON AND DISCUSSION

Having introduced the BAM, we now make a comparison be-
tween the generative model-based AAM and the discriminative
model-based BAM. Table 2 summarizes the major aspects we
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TABLE 2
Comparison between AAM and BAM.

AAM BAM

Shape model PDM PDM

Appearance model eigenspace of global intensity variations a set of local rectangular features

Labels for learning appearance only ground truth labels both ground truth labels and perturbed labels

Estimated variables both shape and appearance parameters only shape parameters

Fitting quality L2 norm (4) classification score (10)

Storage Nm 7M

Learning fast and require less data slow and require more data

would like to compare. Finally we also briefly compare BAM
with ASM.

First, in terms of model representation, both AAM and BAM
use exactly the same shape model, which is the PDM trained
from the manual labels. However, these two models utilize
totally different appearance models. AAM use a generative
eigenspace representation that models the global intensity
variation of the shape-normalized facial appearance. While
BAM optimally learn the classification boundary between the
correctly warped images and incorrectly warped images in
a well-known boosting framework. Thus, BAM take better
advantage of the manually labeled facial image compared to
AAM, because the BAM learn from not only the appearance
of correct alignment, which is essentially what AAM do, but
also the appearance of incorrect alignment.

Second, because of the local rectangular features, the BAM
are inherently more likely to be robust to partial occlusion
compared to AAM, which models the global appearance
variations. As shown in Fig. 13, even when a large portion
of facial appearance is occluded, the local features on the un-
occluded area still manage to align most of the images.

Third, AAM employ two generative models, whose param-
eters are the unknown in the objective function (4). Thus,
during the AAM-based fitting, both the shape parameters and
the appearance parameters need to be estimated. In contrast,
BAM employ a generative shape model and a discriminative
appearance model. Only the shape parameters are estimated
during the fitting, while the appearance model is used in a
discriminatively fashion to guild how the shape parameters
should be updated. In this regard, BAM have much less
parameters to be estimated, which implies a more reliable
optimization and less chance to fall into local minimum,
especially considering the fact that in AAM the dimension
of the appearance subspace is generally higher than that of
the shape subspace.

Fourth, often in computer vision, knowing when the algo-
rithm fails is as important as how the algorithm performs.
For example, given an arbitrary to-be-fitted facial image, in
additional to output the facial landmarks’ position, a fitting
algorithm should also produce a fitting quality measurement,
which indicates how well the fitting was performed on this
particular image. If the fitting quality is smaller than a pre-
defined threshold, fitting failure can be reported. For BAM, the
final classification score after convergence can be directly used
as the fitting quality because it was originally trained to reflect

the correctness of the alignment. For instance, if the fitting
quality is negative, it is very likely that the fitting has fallen
into local maximum. However, for AAM-based fitting, the
final measure from the objective function (4) might not directly
reflect the quality of the fitting. Especially in the context of
the generic face alignment, the limited representation power
of the appearance model might contribute a larger amount of
residual to the final measure, compared to the residual due to
the incorrect shape parameters.

Fifth, from the storage point of view, the BAM have a
much more storage-efficient way of modeling the appearance
information. We do not store the training data. The knowledge
of the training data is absorbed in the selected local rectangular
features. Hence, the BAM only require a 7 by M matrix to
be saved as the appearance model. In contrast, AAM need a
N by m matrix where m is the number of appearance bases,
N � M , and m > 7. The storage-efficient property of the
BAM enables the potential of performing model-based face
alignment from mobile devices such as cell phones.

Finally, in terms of the complexity of model learning, AAM
have the advantage in that eigenspace computation is very fast
and does not require a large amount of training samples. While
the training of BAM is a lot slower due to the huge hypothesis
space in the boosting-based learning process. Also, because
of boosting, BAM normally require a relative large number
of training samples. However, the price paid for the learning
process does get the reward that BAM greatly improve the
robustness, accuracy, and efficiency of generic face alignment,
as we will present in the next section.

It might be interesting to compare the conventional ASM
with BAM as well. In terms of model learning, both ASM and
BAM treat the ensemble of local appearance representations
as the appearance model. For ASM, only the local appearance
information around each landmark is learned, which might not
be the most effective way of modeling. For example, as shown
in the left plot of Fig. 5, the top local feature learned in BAM
does not center at any pre-defined landmark location. BAM
learn an optimal set of local features without being constrained
by the landmark positions under the boosting framework. In
terms of model fitting, ASM update each landmark position
based on its own appearance representation. While BAM
use all local features to update the shape parameters, which
modifies all landmarks’ positions simultaneously. This might
imply a computational advantage of BAM over ASM during
the fitting, especially when the shape model includes a large
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(a) (b) (c) (d)

Fig. 6. Examples of the face dataset: (a) ND1 database, (b) FERET database, (c) IMM database, and (d) BIOID
database.

TABLE 3
Summary of the dataset.

ND1 FERET IMM BIOID

Images 534 200 234 230

Subjects 200 200 40 23

Variation Frontal Pose Pose, expr. Background, lighting

Set 1 200 200

Set 2 334

Set 3 234

Set 4 230

number of landmarks. For example, in AAM-based facial
expression analysis [47], 74 facial landmarks are used such
that various facial action units can be detected.

7 EXPERIMENTS

7.1 Face Dataset and Experimental Procedure

To evaluate our algorithm, we collect a set of 1198 images
from multiple public available databases, including the ND1
database [37], FERET database [48], IMM database [49],
and BIOID database [50]. Fig. 6 shows sample images from
these four databases. We partition all images into four distinct
datasets. Table 3 lists the properties of each database and
partition. Set 1 includes 400 images (one image per subject)
from two databases and is used as the training set for the
AAM and BAM. Set 2 includes 334 images from the same
subjects but different images as the ND1 database in Set
1. Set 3 includes 234 images from 40 subjects in the IMM
database that were never used in the training. Set 4 includes
randomly selected 230 images of 23 subjects from the BIOID
database. This partition ensures that we have two levels of
generalization to be tested, i.e., Set 2 is tested as the unseen
data of seen subjects; Set 3 and 4 are tested as the unseen data
of unseen subjects. Set 4 is a particular challenging dataset
since it is captured under cluttered background and various
real-world illumination environment. There are 33 manually
labeled landmarks for each one of 1198 images. To speed up
the training process, we down-sample the image set such that
the facial width is roughly 40 pixels across the set.

Given a dataset with ground truth landmarks, the experi-
mental procedure consists of running the alignment algorithm
on each image with a number of initial landmarks and statis-
tically evaluating the alignment results. To generate the initial

landmarks for an image, we randomly perturb its ground truth
shape parameters using the same way as the BAM learning (6).
Note that, as described Section 3.1, since the first 4 shape bases
represent global translation and rotation, perturbation of shape
parameters is equivalent to displacement in the horizontal and
vertical directions, in-plane rotation, as well as local landmark
re-position.

We declare that the alignment converges if the resultant Root
Mean Square Error (RMSE) between the aligned landmarks
and the ground truth is less than 1.0 pixel after the algorithm
terminates. Two metrics are used to evaluate the alignment
results for the converged trials. One is the Average Frequency
of Convergence (AFC), which is the number of trials where
the alignment converges divided by the total number of trials.
The other is the Histogram of the resultant RMSE (HRMSE)
of the converged trials, which measures how close the aligned
landmarks are with respect to the ground truth. These two
metrics measure the robustness and accuracy of alignment
respectively.

We compare our algorithm with the Simultaneous Inverse
Compositional (SIC) algorithm, which has been shown to per-
form best among the family of AAM-based methods [2]. We
ensure both algorithms are tested under the same conditions.
For example, both algorithms are initialized with the same set
of randomly perturbed landmarks. Both algorithms have the
same termination condition. That is, if the number of iterations
is larger than 55 or the RMSE of estimated landmarks in
consecutive iterations is less than 0.025 pixels. Also, HRMSE
is only computed on the trials where both algorithms converge.

7.2 Experimental Results
We train the BAM on Set 1. There are 400 positive and 4000
negative samples, where each image synthesizes 10 negative
samples, used in the boosting-based learning. The resultant
BAM have 33 shape bases and 150 weak classifiers. When
the number of weak classifiers is 50, the strong classifiers can
generate less than 0.1% false alarm rate at 0% missed detection
rate on the training set. In order to study how the number
of weak classifiers affects the fitting performance, we let the
training algorithm run until it produces 150 weak classifiers.
In contrast, the AAM use the same PDM model as ours and
an appearance model with 24 appearance bases. The number
of the appearance bases is chosen such that 99% of the energy
is retained in the appearance model for the training set.

To test the generalization capability of the trained BAM,
we perform the classification using the BAM with 50 weak



10

0  20 40 60 80
0   

2

4

6

8

10

12

Missed Detection Rate (%)

F
a
ls

e
 P

o
s
iti

v
e
 R

a
te

 (
%

) Set 1

Set 2

Set 3

Fig. 7. Classification performance on three datasets.

-10
-5

0
5

10

-10
0

10

-15

-10

-5

0

5

The 4th s hape bas isThe 5th s hape bas is

C
la

s
s

if
ic

a
ti

o
n

 s
c

o
re

(a) (b)

Fig. 8. (a) The classification score surface while per-
turbing the shape parameters in the neighborhood of the
ground truth along the 4th and 5th shape basis. The
convex surface favors the gradient ascent method; (b) The
four perturbed facial landmarks when the perturbation is
at the four corners of the surface on the left.

classifiers on three datasets. For Set 2, we obtain 334 positive
samples by warping images using the ground truth landmarks
and 3340 negative samples by perturbing each ground truth
landmarks 10 times, using the same methodology as for Set
1. Similarly, 234 positive and 2340 negative samples are
generated from Set 3. By setting different thresholds for the
classification score F (p), performance curves are shown in
Fig. 7. Although it is expected that the performances on Set
2 and 3 are worse than that of Set 1, the BAM still achieve
reasonable classification capability on the unseen data, which
enables the potential of using the BAM in the alignment
optimization.

Fig. 8(a) shows that for a given image, a convex surface
of classification scores can be observed while perturbing the
shape parameters along two shape bases and setting the shape
parameters at other bases to the ground truth. It is obvious
that the gradient ascent algorithm can perform well on this
type of surface. The range of the perturbation (σ) equals 1.6
times the eigenvalue of these two bases. When the perturbation
is at the maximal amount for two bases, the corresponding
four perturbed landmarks are plotted at Fig. 8(b). In the
following experiments, when the σ equals 1.6, the actual initial
landmarks could be even further away from the ground truth
compared to these four examples because all bases are allowed
to be perturbed. To see the properties of score surfaces, more
surfaces are plotted as images in Fig. 9, where the intensity
corresponds to the classification score. Each sub-image is
generated in the same way as Fig. 8(a). Each column is for
one facial image and each row is for the perturbation along

Fig. 9. The classification score surface of 7 facial images
(one by each column) while perturbing the shape param-
eters along pairs of shape bases (from top to bottom 1st &
2nd, 2nd & 3rd, 3rd & 4th, 4th & 5th, 5th & 6th shape basis
respectively).
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Fig. 10. An example of boosting-based face alignment:
(a) Estimated landmarks at iteration 1, 5, 10, and 14; (b)
Decreasing RMSE during the iterative alignment process;
(c) Increasing classification scores during the iterative
alignment process.

two neighboring shape bases. For most cases, we see the
intensity changes from high to low when the pixel deviates
from the center, i.e., the alignment gets less accurate. This nice
monotonic surface is the key to a successful face alignment
algorithm.

Fig. 10 illustrates an example of iterative boosting-based
face alignment. Given the initial landmarks, as shown in the
first image of Fig. 10(a), the alignment iteratively updates the
facial landmarks, which has decreasing RMSE with respect
to the ground truth and increasing classification score for the
warped image. Note that computing the score is just for illus-
tration purposes and is not a necessary step during the align-
ment iteration. However, the score after the alignment con-
vergence, which is quickly computed via 2

π

∑M
m=1 atan(em),

can serve as the measurement of the fitting quality.
The first experiment is to test the face alignment algorithms

on Set 1. The results are shown in the first row of Fig. 11.
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Fig. 11. Alignment results of two algorithms on Set 1, 2, 3, and 4. From top to bottom, each row is the result for one
set. Left column is the AFC; right column is the histogram of the resultant RMSE for the trials where both algorithms
converge. Only the HRMSE of the BAM is plotted at (f) and (h) since the SIC has no convergence on these two sets.

The horizontal axis determines the amount of the perturbation
of the initial landmarks. Given one σ value, we randomly
generate 2000 trials, where each one of 400 images has 5
random initializations. Each sample in Fig. 11(a) is averaged
based on these 2000 trials. For the trials where both algorithms
converge, we plot the histogram of their respective converged
RMSE in Fig. 11(b). The same experiments are performed for
Set 2, 3, and 4 with 2004, 2106, and 2070 trials respectively,
using the same BAM as that of Set 1. The results are shown
in the second, third, and fourth row of Fig. 11. The step size
α is manually set to be the same constant for all experiments.

We make a number of observations from these experiments.
First, BAM-based alignment performs substantially better
than the AAM-based alignment using SIC, in terms of both
alignment robustness (AFC) and accuracy (HRMSE). Second,
although both algorithms have worse performance when fitting

to unseen images, the BAM have a much lower performance
drop compared to the SIC. Especially on Set 3 and 4, which
are the most difficult cases, the AAM-based alignment always
diverges, while the BAM perform reasonably well. In terms
of AFC, the BAM perform slightly better on the unseen data
of seen subjects (Set 2) than Set 1. This is mainly attribute to
the fact that Set 2 includes only frontal view faces while Set
1 has substantial pose variations.

For all experiments in Fig. 11, the number of weak clas-
sifiers in the BAM is 100. An interesting question is the
relationship between the number of weak classifiers and the
fitting performance. Using the same experimental setup in
Fig. 11, we perform the alignment experiment using the BAM
with different numbers of weak classifiers. This experiment
is conducted on Set 2 and the results are plotted in Fig. 12.
It can be observed that 100 weak classifiers provide the best
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Fig. 13. Alignment results on the occluded version of
Set 2, 3 and 4: (a) Five different levels of occlusions; (b)
The average frequency of convergence under five levels
of occlusions.

overall performance. In other words, more weak classifiers
do not necessarily result in better alignment performance.
This is because that the most critical property for BAM to
achieve optimal alignment performance is their continuous
monotonic score surface. Even though more weak classifiers
would improve the classification performance of BAM, the
classification margin between positive and negative samples
might be too large, which implies a score surface unfavorable
to alignment.

One strength of rectangular features in the BAM is that they
are localized features. Thus inherently they are likely to be
robust to partial occlusion. We perform the second experiment
to illustrate this. We generate a white square whose size is a
certain percentage of the facial width and randomly place it
on the tested face area. We perturb the initial landmarks in
the usual way by fixing the σ of the shape bases to be 1.0.
As shown in Fig. 13, five levels of occlusion are tested on
Set 2, 3 and 4. Similar trend of performance degradation are
observed in all three datasets when increasing the amount of
occlusion. This shows that the boosting-based alignment can
tolerate a certain level of occlusion because of the nature of
features used in the appearance modeling.

The next experiment is to study how the shape constraint
helps the model fitting. Similar to aforementioned BAM learn-
ing, we use the Set 1 as the training dataset and generate the
same number of positive and negative training samples. The
only difference comparing to BAM learning is that all negative
shapes are shape constraint enforced. Once the SC-BAM is
learned, the Set 3 is used for testing since it seems to be the
most difficult test set as shown in Fig. 11. Both BAM-based
and SC-BAM-based fitting are tested, while the latter has one
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Fig. 14. Performance comparison between SC-BAM and
BAM on Set 3: (a) Average frequency of convergence; (b)
Histogram of the RMSE.

TABLE 4
The computation cost of the alignment test on Set 2.

σ 0.2 0.6 1.0 1.4 1.6
BAM-iterations 7.1 7.3 7.6 9.1 9.0
SIC-iterations 54.4 54.8 54.6 54.4 55.4

BAM-time (sec.) 0.10 0.11 0.11 0.14 0.14
SIC-time (sec.) 0.62 0.59 0.61 0.62 0.60

additional step to enforce shape constraint compared to the
former. Fig. 14 illustrate the experimental results. Note that the
BAM results in Fig. 14 are the same as those in Fig. 11(e,f).
It can be observed that for both the fitting robustness and
accuracy, SC-BAM-based fitting achieves substantial better
performance compared to BAM-based fitting. In particular,
Fig. 14 (b) alleviates the potential concern that enforcing shape
constraint might limit the solution space, hence reducing the
fitting accuracy. We attribute the fitting performance improve-
ment to enhanced appearance modeling induced by the shape
constraint.

Table 4 lists the computation cost of the alignment test on
Set 2, without occlusion. The number of iterations and times
in fitting one image are averaged for the trials where both
algorithms converge. It is clear that with different amount of
perturbation, the BAM perform consistently faster than the
SIC algorithm and converges in fewer iterations. The cost
is based on a MatlabTM implementation of both algorithms
running on a conventional 2.13 GHz PentiumTM4 laptop. Our
algorithm can run 8 frames per second (FPS) even with a
MatlabTM implementation. It is anticipated that our algorithm
will run faster than real-time (30 FPS) with a C++ implemen-
tation.

8 CONCLUSIONS

This paper proposes a novel discriminative framework for the
image alignment problem. For the template representation,
given a face dataset with ground truth landmarks, we train
a boosting-based classifier that is able to learn the deci-
sion boundary between two classes: the warped images from
ground truth landmarks and those from perturbed landmarks.
The set of trained weak classifiers based on Haar-like rectan-
gular features is considered as an appearance model. For the
distance metric, we use the score from the strong classifier and
treat the image alignment as the process of maximizing the
classification score. On the generic face alignment problem,
the proposed framework greatly improves the robustness,
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accuracy, and efficiency of alignment. We use the term Boosted
Appearance Models (BAM) to refer the learned shape and
appearance models, as well as our specific alignment method.

There are several future directions to extend this frame-
work. First, since this paper opens the door of applying
discriminative learning in image alignment, many prior art
in pattern recognition, such as other boosting variations or
pattern classifiers, can be utilized to replace the GentleBoost
algorithm for learning a better appearance model. For example,
incremental boosting can be used for adding warped images
that are hard to classify into the training data, so as to im-
prove the classification capability of the BAM. Second, more
sophisticated optimization methods can be used to maximize
the classification score. Finally, as a generic image alignment
framework, our proposal does not make use of the domain
knowledge of the human faces, except the symmetric rectan-
gular feature type. Hence, this framework can be applied to
other image alignment problems, such as medical applications.
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