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In this supplementary material, we provide additional
experimental results, including

- Face recognition results on IJB-A database;

- Phase-by-Phase Evaluation: CNN vs. 3DMM;

- Qualitative reconstruction results.

1. Recognition Results on IJB-A
The IJB-A database [4], including 5,396 images and

20,412 video frames of 500 subjects, has full pose variation
and is more challenging than LFW [3]. We evaluate both
face verification (1:1 comparison) and face identification
(1:N search) performance of our proposed method with
comparison to existing methods on the IJB-A database. The
faces are firstly automatically detected by using the method
in [7] and aligned by the method in [2]. If the automated
methods fail, we manually crop the faces. The results are
reported in Table 1.

When using only reconstructed shape features, our pro-
posed method obtains the best face recognition accuracy
in terms of true acceptance rate at false acceptance rate
of 10% (TAR-10%) and 1% (TAR-1%), and rank-1 and
rank-5 identification rate. Although it is outperformed by
DR-GAN [5], a state-of-the-art texture-based face recogni-
tion method, the face recognition accuracy can be further
improved after combining them by score-level summation
fusion. These results, consistent with the results on the
LFW and YTF [6] databases, prove the effectiveness of
our proposed method in disentangling discriminative shape
features that are complementary to texture features in face
recognition as well as in surpassing the conventional 3D
morphable model (3DMM) bases [1] in capturing facial
detail.

Figure 1 shows some example genuine and imposter
pairs in IJB-A, which are incorrectly recognized by DR-
GAN [5], but correctly recognized by the fusion of DR-
GAN and our proposed method. As can be seen, while

Figure 1. Example (a) genuine pairs and (b) imposter pairs in IJB-
A, for which the state-of-the-art texture-based face recognition
method (i.e., DR-GAN [5]) fails, whereas its fusion with our
proposed method succeeds.

extremely large head rotations may lead to the failure
of existing texture-based face recognition methods, our
proposed method explores complementary shape features to
robustly recognize the off-angle faces with large rotations.

2. Phase-by-Phase Evaluation: CNN vs. 3DMM

Our proposed model is trained in three phases. Phases
I and II replicate 3DMM for a proper initialization of our
model, while Phase III makes our model beyond 3DMM
by using joint supervisory of reconstruction and recognition
(i.e., both reconstruction loss and identification loss). We
compare the reconstruction and recognition results at differ-
ent training phases. Table 2 gives the reconstruction results
at Phases II and III, and summarizes the recognition results.
It can be seen that reconstruction errors are further reduced
after incorporating identification loss in Phase III. As for
recognition, the accuracy is significantly improved from
Phase II to Phase III. This reveals the limited discrimination
power of 3DMM representations and the importance of
CNN-based joint learning in expanding the representation
and discrimination capacity of 3DMM-like bases.



Table 1. Face verification and identification performance on the IJB-A database.
Method Shape Texture TAR-10% TAR-1% Rank-1 Rank-5

3DMM

√
× 60.7± 2.0 30.6± 3.2 34.3± 2.2 55.1± 2.1

×
√

71.1± 1.8 39.5± 4.8 49.8± 2.5 69.5± 1.4√ √
75.4± 1.6 46.6± 5.1 57.2± 1.9 74.4± 1.3

3DDFA
√

× 43.3± 2.5 12.5± 1.9 16.7± 1.9 38.3± 2.7

3DMM-CNN

√
× 86.0± 1.7 55.9± 5.5 72.3± 1.4 88.0± 1.4

×
√

83.5± 2.2 50.3± 5.8 70.9± 1.5 87.3± 1.1√ √
87.0± 1.5 60.0± 5.6 76.2± 1.8 89.7± 1.0

DRGAN ×
√

− 75.5± 2.8 84.3± 1.3 93.2± 0.8
Proposed

√
× 89.6± 1.2 58.8± 4.9 75.7± 1.9 88.2± 1.1

DRGAN+Proposed
√ √

− 76.5± 4.2 85.4± 1.8 93.9± 0.9

Table 2. Reconstruction and recognition accuracy on different test data sets when identity disentangling and identification loss are used or
not used. Refer to the paper for test data set details.

Training
Phase

Identity
Disentangling

Identification
Loss

Reconstruction RMSE on Recognition Accuracy on
MICC BU3DFE (pose) BU3DFE (exp.) LFW YTF

– × × 2.51± 0.57 2.54± 0.67 2.62± 0.73 – –
II

√
× 2.23± 0.48 2.31± 0.55 2.45± 0.62 68.00± 2.21 69.19± 1.91

III
√ √

2.00± 0.32 2.01± 0.49 2.19± 0.54 94.43± 1.47 88.74± 1.03

Figure 3. Failure cases of our proposed method due to blurry and
very low resolution faces in the images/videos.

3. Qualitative Results
The 3D face reconstruction results of our proposed

method on some images from the YTF and IJB-A databases
are shown in Figure 2. One can obviously observe from
these results that the reconstructed 3D faces do reveal the
facial shape deformation (e.g., around the mouth), while the
identity shapes successfully disentangle identity-sensitive
from identity-irrelevant features. Figure 3 shows some
images (video frames) for which our proposed method fails
to generate plausible 3D face shapes. The blurry and very
low resolution faces in these images/videos are the main
reasons for the failure.
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Figure 2. Reconstruction results by our proposed method on images from YTF (top) and IJB-A (bottom). The first row shows the input
images, and the second and third rows show the reconstructed 3D shapes and identity shapes.


