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Abstract

In this paper, we present a novel scheme for face authentication. To deal with variations, such as facial expressions and
registration errors, with which traditional intensity-based methods do not perform well, we propose the eigen#ow approach.
In this approach, the optical #ow and the optical #ow residue between a test image and an image in the training set are 2rst
computed. The optical #ow is then 2tted to a model that is pre-trained by applying principal component analysis to optical
#ows resulting from facial expressions and registration errors for the subject. The eigen#ow residue, optimally combined
with the optical #ow residue using linear discriminant analysis, determines the authenticity of the test image. An individual
modeling method and a common modeling method are described. We also present a method to optimally choose the threshold
for each subject for a multiple-subject authentication system. Experimental results show that the proposed scheme outperforms
the traditional methods in the presence of facial expression variations and registration errors. ? 2002 Pattern Recognition
Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

For decades human face recognition has drawn consid-
erable interest and attention from many researchers [1]. A
general statement of this problem can be formulated as fol-
lows. Given still or video images of a scene, identify one or
more persons in the scene using a stored database of faces
[2]. A system that performs face recognition will have many
applications such as nonintrusive identi2cation and authen-
tication for credit cards usage, nonintrusive access control
to buildings, and identi2cation for law enforcement.

Face authentication [3] is a research 2eld related to face
recognition. The di<erence between face recognition and
face authentication is that, in the former, the system has to
determine the identity of the subject, while in the latter, the
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system needs to verify the claimed identity of the subject.
Usually, similar algorithms can be used for both recognition
and authentication. However, there are some major di<er-
ences between these two cases. For example, the recognition
application is usually computationally intensive compared
to the authentication application. Also, performance evalua-
tion methods are di<erent, which we will elaborate on later.
Face recognition and authentication are challenging as the
human face can always undergo signi2cant variations in ap-
pearance because of changes in facial expressions, poses,
scales, shifts, and lighting conditions.

In this paper, we propose a new approach to performing
face authentication that is tolerant to facial expression vari-
ations and registration errors. Optical #ow is used to capture
face appearance motion when there are variations in facial
expressions. For example, the optical #ow between the neu-
tral and happy expressions of one subject tells us how this
subject smiles. After we apply principal component analy-
sis (PCA) to these optical #ows, we obtain an eigenspace
spanned by its eigenvectors. This eigenspace models all pos-
sible expression variations. We call this the eigen+ow ap-
proach in this paper. Similarly, optical #ow and eigen#ow
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can also be used to model other variations, such as registra-
tion errors, including shifts, scales, and rotations.

Given a test image, the optical #ow and the optical #ow
residue between a test image and an image in the training
set are computed. The optical #ow is 2tted to the eigen#ow
model. The eigen#ow residue is optimally combined with
the optical #ow residue using linear discriminant analysis
(LDA), and the result is used to determine the authenticity
of the test image.

The advantage of this proposed approach is in its tol-
erance to expression variations and registration errors. Be-
cause the traditional PCA approach does not deal well with
registration errors [4], it requires that all the training and
test images to be precisely registered, sometimes manually.
Our eigen#ow-based approach, however, is tolerant to such
registration errors; even face images subjected to signi2cant
registration errors can be authenticated correctly.

1.1. Previous work

Comprehensive surveys of human and machine recog-
nition techniques can be found in Refs. [2,5,6]. There are
mainly two kinds of face recognition systems: one is based
on the feature matching; the other is based on the template
matching. In the latter, applying PCA in the pixel domain
(also known as the eigenface approach [7]) plays a funda-
mental role. It has the advantage of fast computation, stable
performance for the case of frontal face recognition with
reasonable constraints on illumination, expression varia-
tions, etc. Turk and Pentland [7] used the whole training
image set to train one eigenspace, which combines the in-
tra- and inter-subject variations into a single model. In this
paper, we propose classi2cation metrics based on the
individual eigenspaces, because they can model the intra-
and inter-variations separately, which is much more appro-
priate for classi2cation.

The eigenface approach has been revised to dealing with
face image variability [8]. However, both the original PCA
and their revised versions are intensity-based methods.
Therefore, they cannot model variations such as shifts,
rotations, scales, expressions or lighting variations.

Optical #ow methods are generally used for motion anal-
ysis. Using two or more consecutive frames of an image
sequence, a two-dimensional vector 2eld, called the optical
#ow, is computed to estimate the most likely displacement
of image pixels from one frame to another. Some researchers
have used optical #ow in the analysis of human expres-
sions for the purpose of expression recognition [9,10]. Also
Kruizinga and Petkov [11] proposed to utilize optical #ows
in person identi2cation. However, they only considered the
optical #ow residue as the criterion of classi2cation, while
we propose to make use of the eigen#ow residue, which ap-
pears to exhibit better classi2cation ability than the former.

Essentially, optical #ow can provide us the visual motion
information about face images. Moghaddam et al. also pro-
posed modeling visual motion in Ref. [12]. They determined

pixel di<erence between images, and utilized the Bayesian
approach to modeling the pixel di<erence for all the sub-
jects. In our case, 2rst the optical #ow is used to obtain the
motion 2eld between images and then PCA is applied to
model facial motion for individual subjects.

Based on our approach, we perform experiments on dif-
ferent face databases. Better performance has been obtained
compared to the traditional PCA approach, especially when
the test face has expression variations and registration errors.

1.2. Paper outline

In Section 2, we propose an improved solution for face
authentication compared to the traditional PCA approach.
Since an individual eigenspace models the intra-subject vari-
ations well, the distance to this space can be thought as one
measurement of the inter-subject variations. Both the tradi-
tional and our individual PCA approach will be presented
in detail.

In Section 3, we present the individual eigen#ow-based
approach in detail. One eigen#ow space is trained using
optical #ows between all the images of one subject. Two
residues, the eigen#ow residue and the optical #ow residue,
are combined by LDA for authentication.

In practical authentication applications, it is possible that
the subject may not provide training images containing ex-
pression variations. How can face images exhibiting expres-
sion variations still be authenticated based on the neutral
training faces? We discuss this problem in Section 4 and
suggest a solution—a common eigen#ow space is trained
before it is delivered to any speci2c applications. This space
describes all the possible expression variations that might
appear in any subjects.

In Section 5, we introduce a new approach to optimizing
and evaluating the authentication performance for multiple
subjects. Di<erent thresholds are customized for each sub-
ject. Then multiple receiver operating characteristic (ROC)
curves from di<erent subjects are combined into one curve,
which optimizes the performance of the whole system.

Experiments based on di<erent face data sets are presented
in Section 6. Every experiment has its own training and
test data set, and illustrates the usage of our new approach.
Finally in Section 7, we provide our conclusions.

2. Universal and individual approaches to PCA

Turk and Pentland [7] introduced the eigenface approach
to performing face recognition. To construct an eigenspace,
face images from all training subjects are used. We call the
resulting eigenspace a universal eigenspace because it rep-
resents the appearance variations among all the subjects.
Within this space, the face images of a single subject typ-
ically cluster around a certain region. For face authentica-
tion, we may be able to improve the performance by using
eigenspaces tuned to each individual. In this section, we 2rst
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describe the algorithm based on the universal eigenspace.
Then in Section 2.2 we introduce a new approach, the indi-
vidual PCA approach.

2.1. Universal PCA approach

Suppose there are M training face images for each of the
K subjects. Let each face image I(x; y) be a two-dimensional
N × N array of pixel values. An image may also be repre-
sented (after scanning) as a vector of dimension N 2, where
one image corresponds to one point in the N 2-dimensional
image space. Let us denote each face image of the train-
ing set as fij , a N 2 × 1 vector, where i and j denote the
subject index and the face image index, respectively, and
06 i6K − 1; 06 j6M − 1. The average face vector g
is de2ned by

g =
1

M × K

K−1∑
i=0

M−1∑
j=0

fij : (1)

The di<erence between each training face and the average is
denoted by the vector sij = fij − g. These di<erence vectors
form a N 2 × MK matrix, A = [s00; s01; : : : ; sK−1;M−1]. We
apply PCA to these di<erence vectors by 2nding a set of Q
orthonormal eigenvectors, un, corresponding to the largest
eigenvalues of matrix AAT, i.e.,

AATun = 
nun n= 0; 1; : : : ; Q − 1; (2)

where 
0; 
1; : : : ; 
Q−1 are nonnegative and in a decreasing
order. However, the matrixAAT isN 2×N 2, and determining
N 2 eigenvectors can be computationally intensive. Usually
the number of training faces, M × K , is much smaller than
N 2. So we 2rst determine the eigenvectors, u n, of a MK ×
MK matrix ATA i.e.,

ATAun = 
nun (3)

Pre-multiplying Eq. (3) by A and comparing to Eq. (2),
we can see that un = Aun
−1=2

n . These eigenvectors form
an orthonormal basis set of a new feature space, called the
eigenspace. Essentially, it is a subspace representation of all
the faces. Thus, we can transform each face image, fij , from
the image space to the eigenspace as follows:

wn = uT
n (fij − g); n= 0; 1; : : : ; Q − 1: (4)

Since each face image can be described as a vector pij =
[w0; w1; : : : ; wQ−1]T in the eigenspace, the Mahalanobis dis-
tance [13] can be used to perform face authentication. Af-
ter all training faces, fij , are projected into the eigenspace,
the mean vector and the covariance matrix corresponding to
each training subject are determined via pij ,

mi =
1
M

M−1∑
j=0

pij ; (5)

Ci =
1
M

M−1∑
j=0

(pij −mi)(pij −mi)
T: (6)

The training faces of K subjects in the eigenspace represent
K classes, with mi and Ci describing the mean vector and
the covariance matrix of Class i, respectively.

The above estimation of the mean and the covariance
matrix is carried out in the training stage. During the test
stage of this authentication system, suppose one face, f , is
presented to the system, and is claimed to be Subject i. First,
f is projected to the ith eigenspace as in Eq. (4) to obtain the
projected vector p. Then the following Mahalanobis distance
is used to measure the distance between the test face f and
the ith class.

d= (p−mi)
TC−1

i (p−mi): (7)

Finally by comparing d with a pre-selected threshold, the
test face, f , can be accepted as from Subject i or rejected
as from imposters. The advantage of using the Mahalanobis
distance is that it takes into account the class covariance in
determining the distance to that class.

The eigenvector determination is computationally expen-
sive, especially when the number of training images is large.
The power method [14] is one approach to eNciently de-
termining the dominant eigenvectors. Instead of determin-
ing all the eigenvectors, the power method obtains only the
dominant eigenvectors, i.e., eigenvectors associated with the
largest eigenvalues. We also used an eigenspace update al-
gorithm [15] with the bene2t of incrementally updating the
eigenvectors based on the new training image.

2.2. Individual PCA approach

For the universal eigenspace, it represents not only the
personal identity, the inter-variations between di<erent train-
ing subjects, but also the intra-variations of each subject,
such as due to expression changes, illumination variability,
age, etc. However, what we need for the authentication is ro-
bustness to expressions and illumination variations within a
single subject. This observation suggests one potential met-
ric for face authentication. The residue of a test vector to
that vector’s individual eigenspace (i.e., the squared norm
of the di<erence between a test vector and its representation
in the eigenspace) is a good measure for authentication.

Throughout the rest of this paper, we will focus for clarity
on one speci2ed subject. So for a data set of K subjects, the
same approach can be repeated K times. In the individual
PCA approach, one eigenspace is constructed for each train-
ing subject. As the following equation indicates, the average
face will be di<erent for each subject:

gi =
1
M

M−1∑
j=0

fij : (8)

Now each face di<ers from the average by sij = fij − gi.
Also Ai = [si;0; si;1; : : : ; si;M−1] is di<erent for each subject.
By using of the same algorithm as the last section, we can
train an individual eigenspace for each subject.
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Fig. 1. One sample face, 2ve reconstructed faces and 2ve residue
images.

Given a test image f with its claimed identity, it is pro-
jected to the eigenspace of the claimed subject as follows:

wn = uT
i; n(f − gi) if f claims to be Subject i; (9)

where ui; n, is the eigenvector of the eigenspace. From the
projected vector, the face image can be reconstructed from

ŝ =
Q−1∑
n=0

Wnui; n (10)

by keeping only the eigenvectors corresponding to the Q
largest eigenvalues. Since the eigenspace is only an ideal-
ized representation for one subject, it cannot represent all
manifestations of that subject’s face perfectly, i.e., there will
be a residue (i.e., the squared error) between the face im-
age and its reconstructed version. Such residue can be seen
clearly in Fig. 1. The face in the 2rst row is a sample face
to be authenticated. We show in the second row the recon-
structed faces in 2ve individual eigenspaces (corresponding
to 2ve di<erent subjects). It is clear that the left-most image
in the second row is the most similar to the test image. The
residue images between the test face and its corresponding
reconstructed images for the 2ve subjects are shown in the
third row. We can see that the residue image has low in-
tensity only when the sample face is projected to its own
space. Thus, the low energy in the residue image can be a
good criterion to authenticate faces.

The residue is de2ned as the squared distance between
the mean-adjusted test input image s= f − gi and the recon-
structed image ŝ, i.e.,

e = ‖s − ŝ‖2: (11)

This is similar to the residue de2ned in the subspace method
[16]. There is one method to speed up the computation of
this residue. Instead of 2rst determining the reconstructed
image ŝ and then using Eq. (11), we can use the following
to determine e:

e = ‖s‖2 −
Q−1∑
n=0

w2
n: (12)

In the next section, we will extend PCA from the pixel
domain to the optical #ow domain, and the residue will be
called the eigen+ow residue.

3. Individual eigen�ow-based face authentication

The traditional PCA approach is not as robust as needed
to expression variations, shift, rotation, and scale changes.
Because PCA is an intensity-based approach, its authentica-
tion performance will degrade quickly when the appearance
of a subject’s face changes signi2cantly, which occurs in
the presence of expression changes and registration errors.
In this section, we propose a new method based on optical
#ow to deal with such variations in face images.

3.1. Optical +ow for face images

Essentially optical #ow [17] is an approximation of the
velocity 2eld. It characterizes approximately the motion of
each pixel between two images.

If two face images, which show di<erent expressions of
the same subject, are fed into the optical #ow algorithm, the
resultant motion 2eld will emphasize the regions of facial
features, such as eyes and the mouth. This is illustrated in
Fig. 2. The left half of the 2gure shows two face images
from the same subject, but with di<erent expressions. The
resulting optical #ow is shown below these 2gures. By us-
ing the 2rst image and the optical #ow, we can construct a
predicted image that is close to the second image. This is
similar to video coding where we can use the previous frame
with motion vectors to form a prediction frame that is close
the current frame. The third 2gure in the top row is the dif-
ference between the prediction obtained via the optical #ow
and the second image. We call it an optical +ow residue
image. For the same subject, this residue image would have
low energy because the motion of most pixels can be well
modeled by the optical #ow. The second set shows the same
2gure except that the two input images are from two di<erent
subjects. Obviously, the optical #ow looks more irregular in
this case. Also the residue image of motion compensation
has more “error”. These two clues can help discriminating
these two cases, which is the task of face authentication.

The same idea can be applied to images with registra-
tion errors. Because the traditional PCA approach is unac-
ceptably sensitive to registration errors, even small shifts
in input images can make the system performance degrade
signi2cantly. However, face images are usually diNcult to
register precisely, especially in a live authentication system.
Therefore, we want to use the optical #ow to build a system
that is tolerant to di<erent kinds of registration errors. In
Fig. 3, the second image in the left column is an up-shifted
version of the 2rst image. The optical #ow shown below
captures most of its motion around facial features, and also
the residue image has relatively small intensity. The right
column shows images of di<erent subjects leading to an
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Fig. 2. Applying optical #ow on images with di<erent expressions.

Fig. 3. Applying optical #ow on images with registration errors.

optical #ow that appears to be random, and the residue im-
age has larger intensity.

3.2. Eigen+ows

Since the optical #ow provides a useful pattern for clas-
sifying personal identity, we propose to use PCA to model
this pattern.

Given two face images, there are some recommended
preprocessing steps prior to the optical #ow determination.
Since some regions of face images will always contain the

background, it is better to crop the image before the optical
#ow computation. We also consider down-sampling the op-
tical #ow in order to clean up the noise motion vector and
speed up the PCA process.

Following the approach described in Section 2.2, optical
#ow vectors are regarded as sample vectors for training.
Suppose that in the training data set, there are a few im-
ages with di<erent expressions for each subject, such as
2ve images shown in Fig. 4. Using these images, twenty
optical #ow images (corresponding to twenty pairs) can
be obtained through the process in Fig. 13. The three
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Fig. 4. Five expression images used for training eigen#ows.

Fig. 5. The 2rst three eigen#ows trained from expression images of one subject. Some prominent movements of facial features, such as
mouth corners, eyebrows, nasolabial furrows, can be seen from them.

principal eigen#ows of twenty optical #ow images are
shown in Fig. 5. Obviously, large motion can be observed
in the region of facial features, such as mouth corners,
eyebrows and nasolabial furrows. So all the expression
variations occurring in a single subject can be represented
by a space spanned by these eigen#ows. In contrast, the
optical #ow between this subject and other subjects can-
not be represented well by this space, which results in a
large residue. We call this the eigen+ow residue. Similar to
Section 2.2, di<erent subjects would result in a relatively
large eigen#ow residue. Thus, the eigen#ow residue can be
a useful feature for authentication.

Similarly, eigen#ows can be used to model the optical
#ow caused by image registration errors. In our approach,
we can either synthesize images with registration errors from
one well-registered image, or collect images with errors in
the live application. By perturbing the face cropping opera-
tion (to be explained in Section 6.1), we synthesize images
with registration errors. Some of the synthesized images are
shown in Fig. 6. We can see that di<erent kinds of regis-
tration errors, such as shifts, rotations, scales, appear in this
set. Eigen#ows based on them are shown in Fig. 7. Again
the motion vectors in eigen#ows indicate the actual motion
patterns appearing in the training set. Comparing Fig. 7 with
Fig. 5, we see that most motion in the former is inside the
face region, such as mouth corners and eyebrows, while in
the latter, the global motion is more dominant, for example,
shifting to the left-up and right-up corner.

3.3. Linear discriminant analysis (LDA)

LDA is used to derive low-dimensional features from a
high-dimensional feature space. Essentially, LDA is a fea-
ture space transformation and can be applied to two or more
classes.

In face authentication, we need a good feature space,
using which the subject can be clearly discriminated from
imposters. So face authentication is equivalent to a 2-class
classi2cation problem, while one class being the self class,
the other being the imposter class. When a test image comes
in, we need to classify it into one of these two classes.

From the above description, both the eigen#ow residue
and the optical #ow residue have the ability to discriminate
between two classes. We can combine the discrimination
ability of these two residues using LDA. Each optical #ow
image can be represented as one point in a two-dimensional
feature space where one axis represents the eigen#ow
residue and the other represents the optical #ow residue.
One such space for a subject is shown in Fig. 8. Now,
we utilize the LDA [13] approach to 2nding an optimal
one-dimensional feature space, which can separate these
two classes.

First, all the training optical #ow images from Subject 0
are projected to this space, and they are regarded as the self
class. Also we project the optical #ow between Subject 0
and other K − 1 subjects to the eigen#ow space of Subject
0, and regard them as the imposter class. Now the mean and
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Fig. 6. Synthesized training images with registration errors.

Fig. 7. The 2rst three eigen#ows trained from synthetic images of one subject. Some prominent motions, such as shifts, rotations, scales,
can be seen from them.

Fig. 8. The two residues shown in the feature space of one subject.
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the covariance of these two classes can be estimated using
Eqs. (5) and (6).

LDA is carried out via the scatter matrix analysis. For a
2-class problem, the within- and between-class scatter ma-
trices Sw;Sb are computed as follows:

Sw = 1
2 (Cs + Ci); (13)

Sb = (ms −mi)(ms −mi)
T; (14)

where ms;mi ;Cs;Ci are the mean vectors, the covariance
matrices of the self class, and the imposter class, respec-
tively. Here Sw is the within-class scatter matrix showing the
average covariance matrix of sample points of two classes in
the two-dimensional space. Similarly Sb is the between-class
scatter matrix, representing the scatter of two classes.

One measurement for quantifying the discriminatory
power is the ratio of the determinant of the between-class
scatter matrix to the within-class scatter matrix [19]:

J (w) =
|wTSbw|
|wTSww| : (15)

This is called the 2sher ratio, which can be maximized by
solving the generalized eigenvalue problem [20]:

Sbw = Sww
w: (16)

Since the rank of Sb is equal to 1 and Sw is invertible, the
projection vector that maximizes J (w) can be shown to be
the following [13]:

w =
S−1
w (ms −mi)

‖S−1
w (ms −mi)‖

: (17)

Once we determine the vector w, each sample in the original
feature space can be transformed to a one-dimensional space,
using which authentication can be carried out. From Fig. 8, it
is clear that the eigen#ow residue has a better discrimination
ability for these two classes compared to the optical #ow
residue.

We have already shown the case of combining two
sources of residue information using LDA. We also tried to
combine information from two more features, such as the
Mahalanobis distance based on the universal eigenspace
(introduced in Section 2.1), and the residue in the indi-
vidual eigenspace (introduced in Section 2.2). However,
we found that adding those features does not improve the
performance signi2cantly. Therefore, we did not use them
in authentication.

4. Common eigen�ow-based face authentication

In the approaches described above, all the training images
should exhibit expression variations if the test images are
expected to have such variations. Suppose there are only

neutral faces available for the training data set, but we still
wish to have a face authentication system tolerant to ex-
pression variations. The traditional PCA approach will not
work well in this case because of the signi2cant appear-
ance di<erences between faces with expressions and neutral
faces. To deal with this diNculty, we propose the common
eigen+ow-based approach.

We observe that people exhibit similar facial motions
for various expressions. Although individual details may
vary slightly in changing expressions, the facial movements
should be similar. For example, when people smile, usu-
ally the mouth opens wider and the cheek moves up. Based
on this observation, the common eigen#ow space is used to
model possible expression variations occurring in all sub-
jects. Then any expression changes within one subject can be
well represented by this space, which should lead to a rela-
tively small eigen#ow residue. Also any expression changes
between di<erent subjects cannot be modeled by it, i.e., the
eigen#ow residue will be relatively larger. This is the key
point in accepting or rejecting the identity claim. In this ap-
proach, there are two training stages: the eigen#ow training
and the LDA weights training.

Now let us discuss how to train this common eigen-
#ow space in the 2rst stage. First, we collect images
with 2ve kinds of expressions for many subjects. Then
for each subject, optical #ows can be determined be-
tween any two expressions of that subject. Using all these
intra-subject optical #ows, a common eigen#ow space can
be trained via PCA. The 2rst three eigen#ows are shown in
Fig. 9.

Another thing that should be accomplished in the training
stage is the training of LDA weights. In the test stage, LDA
weights are used to combine the eigen#ow residue and the
optical #ow residue. One choice is to train the LDA weights
using the neutral training faces. However, because those
training images are all neutral, the weights obtained from
LDA training may not be suitable for the expression changes
in the test set. To solve this problem, we propose an approach
called common weights.

In the eigen#ow training stage, for each subject we will
get a 2-class plot in the feature space, such as in Fig. 8.
Now in the training stage of common weights, we can plot
the 2-class plots from all subjects together. Thus, one space
is formed as in Fig. 10. The di<erence between Figs. 8 and
10 is that Fig. 8 shows the 2-class distribution for one spe-
ci2c subject, while Fig. 10 shows the 2-class distribution
from all subjects. Applying LDA to this new space, com-
mon weights can be obtained. These common weights tell
us how much each residue can contribute to the 2nal mea-
surement.

Now given any test image that claims to be Subject i,
2rst the optical #ow between the test image and the neutral
training face of Subject i is calculated, then two residues
are obtained, 2nally by using the common weights these
residues can be combined into one value, which is used for
authentication.
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Fig. 9. Common eigen#ows trained from optical #ows between all expression variations of intra-subject.

Fig. 10. The two classes of all subjects are plotted in one space. Common weights can be obtained by applying LDA to this space.

5. Evaluation of authentication for multiple users

One way to evaluate the performance of the authentica-
tion system is to plot the false accept rate (FAR) versus the
false reject rate (FRR). If a subject claims to be himself, we
call it a client claim. If a subject claims to be someone else,
it is an imposter claim. FAR is the ratio of the false accepted
number to the number of the imposter claims; FRR is the
ratio of false rejected number to the number of client claims.
Di<erent pairs of FAR and FRR values can be computed
by setting di<erent threshold T . Therefore, we can create a
plot of FRR versus FAR with T being an implicit param-
eter. Such a plot is called the ROC curve. It represents the

performance of an authentication system. An ROC curve
closer to the axes indicates better performance.

In the traditional face authentication system, usually there
is only one threshold for all the subjects. However, we can
customize thresholds for each subject. In this case, each
subject will have its own individual ROC curve. Now the
question is how we combine the multiple individual ROC
curves into one curve, which characterizes the performance
of the whole authentication system.

Given K ROCs, one for each subject, we can combine
them into one ROC using the following algorithm. We de-
scribe each ROC by sampling False Accept points in the
FAR coordinate. The sample point starts from FAR equal to
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FAR
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Fig. 11. Combining two ROC curves into one.

0, increases by d each time, and we do this n times. So FRi
and FAi can uniquely determine the ith ROC curve. Since
we want to 2nd a set of thresholds to make the combined
ROC close to the origin as much as possible, let us de2ne
the problem 2rst.

Problem Statement.

Given K ROCs; each with n+ 1 sample points on the
curve
FRi = {ai0; ai1; : : : ; aij ; : : : ; ain}; i = 0; 1; : : : ; K − 1;
FAi = {0; d; : : : ; j × d; : : : ; n× d}; i = 0; 1 : : : ; K − 1;
Find a set of thresholds; such that ∀j
1=K

∑K−1
i=0 FAi[j]6CFA[j]; where CFA[j] is prede-

2ned constants; and in the mean while 1=K
∑K−1

i=0 FRi[j]
is minimized.

This problem is equivalent to the following one,

min

(
1
K

K−1∑
i=0

FRi[j] + 
× 1
K

K−1∑
i=0

FAi[j]

)

=
1
K

K−1∑
i=0

min (FRi[j] + 
× FAi[j]):

In order to 2nd min (FRi[j]+ 
×FAi[j]), let us suppose
that there is a point moving on the ROC curve. The value
of (FRi[j]+ 
×FAi[j]) is always changing when the point
is moving. Only when the point reaches another line with a
slope of 
, (FRi[j] + 
 × FAi[j]) is minimized because all
the other points on this ROC curve are to its up-right. So
min (FRi[j] + 
 × FAi[j]) is the same as 2nding one line,
which has a slope of 
 and is tangent to the ith ROC curve.
By 2nding each of this line in K ROC curves, we get K pair
of FAR and FRR, then average them and we get the corre-

sponding FAR and FRR pair in the combined ROC curve.
This algorithm can also be illustrated by Fig. 11. So essen-
tially by tuning di<erent 
, we can get combined ROC curve.
Actually, this kind of combining curves method also has ap-
plications in many other 2elds, such as the rate-distortion
techniques for video coding [21].

We have carried out two experiments, both of which have
the same experimental con2guration except using di<erent
threshold methods. Here we collect a face data set, which
has 13 subjects. Each one has 5 neutral training faces, 70 test
images with di<erent expressions. And we use the universal
PCA approach in the authentication. From Fig. 14, we can
see that better performance can be obtained by combining
individual thresholds. This means that in an authentication
system with multiple users, instead of choosing a 2xed
threshold, we should adjust each subject’s threshold ac-
cording to its own ROC curve. By doing this, improvement
can be seen in the performance of the whole authentication
system.

6. Experiment results

Experiments and evaluations are important parts of any
face authentication system. In addition to using publicly
available face data sets, we collected di<erent face sets spec-
i2ed for each experiment. Also in order to isolate the e<ects
of facial expression variations and registration errors, we as-
sume that all the training and test images are captured under
the same lighting condition.

6.1. The experimental setup

Before discussing the experiment results, we present some
details about our algorithm. First, the face region needs to
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Fig. 12. A face cropping operation.

be cropped from the whole image. It can be automatically
accomplished by a cropping operation based on the loca-
tions of two eyes, which are obtained from an eye-tracking
algorithm [18]. As shown in Fig. 12, the cropping operation
consists of the following steps. Firstly, one line connects
two eye locations, which is called eyes line AB. In the mid-
dle of AB, we draw another line called center line MC. It
is perpendicular to AB and has half of the length. Then the
end of the center line, C, is used as the center of the face re-
gion to be cropped. The cropped region is a square parallel
to the eyes line and the center line, and its size is two times
the length of the eyes line.

Given any two training images, we generate the optical
#ow as shown in Fig. 13. First, the background regions
below the cheeks in the face image are removed because
the background a<ects the optical #ow calculation, and thus
interferes with the authentication. As seen from Fig. 13(b),
zero is 2lled into the two triangle regions in the lower part of
the face square. Next, we determine the optical #ow using
the Lucas–Kanade algorithm [22]. Third, the optical #ow
is down sampled to be half of its original size in order to
speed up the PCA training and to clean up the noisy motion
vectors. Finally within this smaller-size optical #ow, the
background and four side boundaries are removed because
usually the boundary does not result in accurate motion esti-
mation in the optical #ow algorithm. Now the down-sampled
optical #ow image can be scanned into a vector, whose
dimension is much lower than the unsampled one. For

Fig. 13. Four steps of getting a training optical #ow: (a) original image, (b) removing the backgrounds, (c) getting optical #ow and
(d) down-sampling optical #ows and removing boundaries.

example, if the original image dimension is 64×64, the op-
tical #ow vector used for training is only 1620, about 20%
of the unsampled one. For the down sampling in two dimen-
sions, there are several methods, such as low pass 2ltering
and median 2ltering. From the experiment, we found that ap-
plying the low pass 2lter (with the coeNcients of 1

4 ;
1
4 ;

1
4 ;

1
4 )

to the horizontal and vertical motion vector separately yields
good performance.

6.2. Individual PCA versus universal PCA

We collected a training set including 17 subjects, with 51
face images for each subject. Each image has been registered
based on the locations of the eyes, and has the same size
of 64 × 64 pixels. By using the leave-one-out method [23],
50 faces of each subject can be utilized for training and one
image for testing. Then we replace the test image with one of
the training images, and repeat the training and test process.
Thus, we can get 51 × 17 client claims and 51 × 17 × 16
imposter claims.

Based on this experiment con2guration, we implemented
the universal PCA approach and the individual PCA
approach introduced in Section 2. Another task in com-
paring these two methods is to select the number of
eigenvectors to be used. In both implementations, we select
the number of eigenvectors such that, the corresponding
eigenvalues can capture a 2xed percentage of total energy.
The two ROC curves are shown in Fig. 15. From it we
can see that the individual PCA method provides a better
performance.

6.3. Individual eigen+ow approach versus PCA
approaches

From the previous experiment, we have already seen that
the individual PCA works better than the traditional PCA
approach for authentication. When we perform experiments
involving our eigen#ow-based approach, we compare its
performance with both individual and universal PCA ap-
proaches. In this experiment, we want to show how the
new eigen#ow-based approach works when both training
images and test images have facial expression variations
and registration errors. Three cases are concerned: only
expression variations, only registration errors, or both.
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Fig. 14. Comparison of the uniform and individual threshold
methods.

6.3.1. Expression variations
The 2rst data set has only expression variations. 13 sub-

jects are included in this set. Each has 5 images for training,
and 70 images for testing. The reason we use more test im-
ages than training images is that we want to get a smoother
ROC curve. Also, only a few images may be available for
training in a practical setup. Each of the 2ve training images
represents di<erent expressions, such as neutral, happy, an-
gry, sad, and surprise. All of these images are well registered
by the locations of the eyes. Here we implement three al-
gorithms: the individual PCA approach, the universal PCA
approach, and the individual eigen#ow approach. From the
result shown in Fig. 16, we can see that for most part of
the curve, our approach yields better performance. Also the
improvement is signi2cant compared to the universal PCA
approach.

6.3.2. Registration errors
The second data set has registration variations for each

subject. To synthesize the registration variations, we perturb
the eye tracking results to some extent while cropping the
face region. Given one well-registered face image, we can
synthesize 625 images by cropping face regions based on
25 points around the left eye location, and 25 points around
the right eye location. These images are used for training
one subject. The same method is used to generate the 625
test images except there is larger o<set while selecting the
eyes’ neighbor points, which means test images have larger
registration errors than training images. So all these syn-
thesized training images can represent di<erent kinds of
registration errors. As shown in Fig. 17, the eigen#ow-based

Fig. 15. Performance comparison between the individual PCA and
universal PCA approach.

Fig. 16. Experiment results on the data set with expression
variations.

approach has shown much better performance than the PCA
approach.

Actually our approach can also work on the data set,
which contains real registration errors resulted from impre-
cise tracking of eye locations in practical applications [18].
We collect 81 training images and 624 test images with real
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Fig. 17. Experiment results on the data set with registration errors.

Fig. 18. Authentication for one subject in case of synthesized and
real registration errors.

registration errors for one subject. Also we have the same
number of images with synthesized registration errors for
the same subject. After we perform individual eigen#ow ap-
proach for this subject, from Fig. 18 we observe that a similar

Fig. 19. Experiment results on the data set containing both expres-
sion variations and registration errors.

or even better authentication performance can be obtained
in the case of real registration errors.

6.3.3. Expression variations and registration errors
The third data set has both expression variations and reg-

istration errors. First, for each of the 13 subjects, 5 images
with di<erent expressions are obtained to be the reference
images. Then, for each reference image, 624 images can be
synthesized to include all kinds of registration errors. Thus,
3125 images are collected for each subject. We also gen-
erate 3120 test images for each subject using the same ap-
proach. However, there are two di<erences. First, all the test
images have di<erent expressions compared to the reference
images. Second, the test images have larger registration er-
rors than the training images.

Since in this experiment, we have much more test images
than in the previous two experiments, the denominator in
computing FAR and FRR is much larger. That is why a
much smoother ROC curve can be observed from Fig. 19.

6.4. Common eigen+ow approach versus PCA approaches

As described in Section 4, a lot of data should be col-
lected for training a common eigen#ow space. In the mean-
time, the common weights are also obtained, which indicate
how much contribution each residue can provide to the 2nal
measurement.

After that, we collected another data set, which has 13
subjects. Each one has 5 neutral training faces, and 70 test
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Fig. 20. Experiment results on the neutral training set and the test
set with expression variations.

images with di<erent expression variations. Then based on
the common eigen#ow approach, each test image can yield
two residue values, which are combined into one measure-
ment by using the common weights. Finally from Fig. 20
we see that the common eigen#ow-based approach has bet-
ter performance than the individual PCA approach. Also it
is much better than the universal PCA approach.

In another experiment, the common eigen#ow space is
trained on a data set, which contains both facial expression
variations and registration errors. After that, we collect a test
data set with 13 subjects. Each has 3120 test images, which
are all di<erent in expressions and registration errors. Using
this test set, we evaluate the three approaches based on the
same training set with 5 neutral images for every subject,
and show the results in Fig. 21. We can see that the common
eigen#ow approach has much better performance than the
other two. Actually, this 2gure shows the case that will be
seen most often in practical applications.

6.5. Face recognition based on the individual PCA

We have shown that the individual PCA outperforms the
universal PCA for face authentication. We believe that this
it also true for face recognition. In order to show this, we
compare results on two public databases: one is the FERET
database [24], the other is the ORL database [25], as shown
in Fig. 22. As stated before, authentication requires only one
process for one speci2c subject, whereas for recognition,
the same process is repeated for every subject. Thus, every
authentication approach can also be used for recognition.

Fig. 21. Experiment results on the neutral training set and the test
set with both facial expression variations and registration errors.

We extract a subset, which has 21 subjects, from the
FERET database. Each subject has 10 images. For both the
individual PCA and the universal PCA approach, we use
the 2rst 5 images for training, and the remaining 5 images
for testing. We found the error rate of the individual PCA is
about 12%, but the error rate of the universal PCA is 20%.
In the ORL database, there are 40 subjects, each with 10 im-
ages. We use the same test scheme as the FERET data set.
The error rate of the individual PCA is about 5%. However,
the error rate of the universal PCA is 12%. From these ex-
periments, we can see that the individual PCA can achieve
signi2cant improvement in face recognition compared to the
universal PCA.

7. Conclusions and discussion

In this paper, we introduced the eigen#ow as a novel
approach for face authentication tolerant to expression
variations and registration errors. Being an intensity-based
approach, the eigenface method is very sensitive to ex-
pression variations and registration errors. To solve this
problem, we proposed to use optical #ow to determine the
visual motion between pairs of face images. Then PCA
is applied to these optical #ows to produce eigenvectors,
called eigen#ows. These eigen#ows can represent the vari-
ations appearing in training images. Based on the individ-
ual eigen#ow space, two kinds of residues, the eigen#ow
residue and the optical #ow residue, are combined into the
authentication measurement with LDA. We showed that, in
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Fig. 22. The set of 10 images from one subject in the ORL database. Considerable variations can be seen in this set.

Table 1
Application cases and our approaches

Training data Test data Approach (Section)

Neutral Neutral Individual PCA (2.2)
Neutral Registration errors Individual eigen#ow (3)
Neutral Expression variations Common eigen#ow (4)
Neutral Expression variations

and registration errors Common eigen#ow (4)
Expression Expression variations Individual eigen#ow (3)
Expression Expression variations

and registration errors Individual eigen#ow (3)

The number following the approach name in the third column
is the section number in this paper.

general, individual PCA is more suitable for classi2cation
compared to universal PCA. We also proposed an approach
to optimizing and evaluating the system performance of
an individual space-based approach for multiple subjects.
Di<erent face data sets are collected for experiments. As
shown in Table 1, in all these cases, we have seen that the
eigen#ow-based approach exhibits better performance than
the traditional PCA method.

Although we applied our algorithm to face authentica-
tion, it can be used for face recognition as well. Essentially,
face recognition can be accomplished by applying authen-
tication to the unknown image with respect to each subject
in the data set and then choosing the one with the smallest
di<erence. Also both the performance of authentication and
the performance of recognition rely on the discrimination of
personal identity, which is well modeled in our approach.

From the experiments, we found that the optical #ow al-
gorithm we used did not work very well in the case of abrupt
motion or large registration errors, which could also be seen
from the residue image. Even with this diNculty, the eigen-
#ow space still models the dominant variations and shows
good discrimination in the authentication performance. In
the future, we will seek better optical #ow algorithms. With
a better optical #ow algorithm, both residues, the eigen#ow

residue and the optical #ow residue, can be improved in the
sense of discriminative ability.

The basic idea proposed in our approach is that by explic-
itly modeling the “di<erence” between face images under
di<erent variations, better classi2cation performance could
be achieved. Our method can also be extended to model other
variations that appear in faces, such as illuminants and poses.
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