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Abstract

Researchers have been working on human face recognition
for decades. Face recognition is hard due to different types
of variations in face images, such as pose, illumination and
expression, among which pose variation is the hardest one
to deal with. To improve face recognition under pose vari-
ation, this paper presents a geometry assisted probabilistic
approach. We approximate a human head with a 3D el-
lipsoid model, so that any face image is a 2D projection of
such a 3D ellipsoid at a certain pose. In this approach, both
training and test images are back projected to the surface of
the 3D ellipsoid, according to their estimated poses, to form
the texture maps. Thus the recognition can be conducted
by comparing the texture maps instead of the original im-
ages, as done in traditional face recognition. In addition,
we represent the texture map as an array of local patches,
which enables us to train a probabilistic model for compar-
ing corresponding patches. By conducting experiments on
the CMU PIE database, we show that the proposed algo-
rithm provides better performance than the existing algo-
rithms.

1. Introduction

For decades human face recognition has been an active topic
in the field of object recognition. Comprehensive surveys of
human and machine recognition techniques can be found in
[1]. At least two observations have been made from the
previous extensive study. First, face recognition is to deal
with variations, such as pose, illumination and expression.
Among all kinds of variations, pose variation is the hardest
one to model and therefore contributes most of the recog-
nition error to a recognition system [2][3]. For example, as
shown in Face Recognition Vendor Test (FRVT) 2002 [3],
the recognition rate with pose variation is much lower than
that with illumination variation. Second, face registration
is the key of face recognition. This observation is a direct
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consequence of the first one. In dealing with different varia-
tions, if we can register face images into a canonical model,
the recognition task would be simpler. In traditional face
recognition, normally the face area is cropped before feed-
ing into the recognition module. Hence, the importance of
face registration has been overlooked.

The difficulty with pose variation is that, the intra-subject
variations can be as large as, or even larger than the inter-
subject variations when pose variation is present. To deal
with the pose variation, we propose to use geometrical map-
ping, which essentially estimates the pose for each face im-
age and maps it onto the surface of a 3D ellipsoid. All
recognition is then performed on the surface of the ellipsoid.
Geometrical mapping could be considered as one way of
registering the faces, compensating the pose variation and
as well as reducing the intra-subject variations. We also rep-
resent the facial appearance as an array of local patches and
model the distance between corresponding patches from
multiple poses in a probabilistic manner, which is then used
to improve the pose-robust face recognition.

Many approaches have been proposed for pose-robust
face recognition. The first type of approaches is to learn
the dynamics/trajectories from images with continuous pose
variation. And then such trajectories are used in recog-
nizing faces from image sequences [4][5]. One drawback
with these approaches is that certain application scenario,
where the subject shows consistent motion in both training
and test data, has to be assumed. This assumption is not
true in general, which limits the popularity of this type of
approaches. The second type of approaches is to treat the
whole face image under a certain pose as one sample in a
high-dimensional space, and learn the relation between a
frontal pose image and non-frontal pose images by build-
ing a mapping function between them. Given a test image
with an arbitrary pose, a recognition-by-synthesis approach
is applied. That is, we can either transform this test image
into the frontal view [6], or transform each of the training
images into the same pose as the test image [7], based on the
learned mapping function. One potential problem with this
type of approaches is that it is not clear whether the rela-
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tion between different pose images can be approximated as
a simple function, such as a linear transformation [6]. Since
a face image is pretty complex and different parts of a face
might transform in a different manner under varying poses,
researchers start to look at faces as a set of parts/patches
[8][9]. Kanade and Yamada [9] conduct a systematic analy-
sis on how the discriminative power of different parts on
human faces changes according to different poses, and such
analysis leads to a probabilistic approach to face recogni-
tion. Since we are dealing with pose variation, which is a
result of the human head’s geometry projected differently,
it is natural to rely on the geometric information to aid the
recognition. Blanz and Vetter [10]’s approach is along this
direction. Given a test image under any pose and illumi-
nation, they can fit the image with pre-trained texture and
shape models by tuning the coefficients in the models. Fi-
nally the model coefficients are used for recognition.

Our approach uses less geometric information than
Blanz and Vetter’s. Researchers always assume that better
modeling leads to better recognition performance. How-
ever, the price we have to pay for a more sophistical model-
ing is that model fitting becomes too difficult. For example,
in [10], both the training and test images are manually la-
beled with 6 to 8 feature points. On the other hand, unlike
rendering applications in computer graphics, we might not
need a very sophistical geometric model for the recognition
purpose. The benefit with a simpler geometric model is that
model fitting tends to be easier and automatic, which is the
goal of our approach.

The paper is organized as follows. In the next section,
we first introduce how to generate a texture map from a face
image. In Section 3, a basic geometry assisted face recog-
nition approach is presented. Then we present a method of
learning the probabilistic models for measuring the similar-
ity between patches from a face database with pose varia-
tion, and how to apply it to pose-robust face recognition.
The experimental results are shown in Section 6.

2. Geometrical mapping

If we compare two face images of the same subject cap-
tured at two different view angles, the pixel-by-pixel differ-
ence is relatively big because these two images are not reg-
istered/aligned with respect to each other. This is also the
reason why the traditional eigenface approach [11] does not
work well for face images with pose variation. Image reg-
istration is the way to fix this problem, i.e., the comparison
should only be conducted after two images are registered.
Considering the fact that a human head has the non-planar
geometry, one way to register face images is to back project
them to the surface of a 3D ellipsoid based upon their spe-
cific poses. This procedure of back projection is called geo-
metrical mapping, which is a key component in our face

Figure 1: Geometric mapping: one point on the surface of the el-
lipsoid maps to a pixel on the image plane. This illustrates how to
generate one texture map given a input image and a known map-
ping parameter.

recognition algorithm. In this section, we introduce how to
generate a texture map s from a face image f, given a known
mapping parameter x.

Three assumptions are made. First, a human head is a 3D
ellipsoid with radiuses being 7, 7, and 7. Second, a face
image is captured with the weak-perspective camera model
[12] and the camera’s focal length equals to one. Third,
all images are captured under the ambient lighting environ-
ment. Under these assumptions, we use a mapping para-
meter x to describe the relation between a face image and
its texture map. This parameter is a 6-dimensional vector
z = [cy, ¢p d Ry Rg Ry |T, where ¢, and ¢, indicate the
center of the face area in the image, d indicates the average
distance between the face and the camera, and R, 23 and
R, indicate the rotation of the human head respectively. As
we can see, the mapping parameter x includes all the infor-
mation for locating the face, as well as generating a texture
map from the face image.

Let a human head centered at the origin of an XYZ co-
ordinate system and the frontal face look at the positive Z
axis. Thus different views of a human face can be obtained
by fixing the camera and rotating the human head with cer-
tain degrees in various directions. To generate a texture map
s from £, essentially for each pixel, s(«, 3), we need to find
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its corresponding coordinate, f(v, u), by knowing the map-
ping parameter x, which is then followed by a bilinear in-
terpolation [13] to fill in the intensity of pixel s(«, 3). The
parameters v and u are the axes of the original image; « and
(3 are the axes of the texture map. As shown in Figure 1,
there are basically four steps for this mapping.

First, a pixel s(«,3) in the texture map corresponds
to one coordinate (P, P,, P,) on the surface of a sphere,
whose radius is one:

P, = sin(a) sin(p3)
P, = cos(a)
P, = sin(a) cos(3)

As shown in the right part of Figure 1, the sphere is then
converted into an ellipsoid by stretching each radius accord-
ing to ry, vy, and r:

Px:Tsz
Py =ryP,
P,=r.P,

Second, we can rotate the head ellipsoid by R, Rz and
R, with respect to the XYZ axes. We perform the horizon-
tal rotation [23 with respect to the Y axis first, then the verti-
cal rotation R, with respect to the X axis, and the in-plane
rotation R, with respect to the Z axis. As shown in Fig-
ure 1, (P, P, P,) moves to a new coordinate (Py, Py, P.)
by the following equation:

P [ cos(Ry) sin(R,)0] [1 0 0
P, | = | =sin(Ry) cos(R,) 0| | 0cos(Rqy) —sin(Ry)
P! i 0 0 1] |0sin(R,) cos(Rq)
[ cos(Rg) Osin(Rg) | [Py
0 1 P, )
| —sin(Rg) 0cos(Rp) | | P-

Third, we can project the coordinate (P, Py, P.) to the
image plane by using the weak-perspective camera model
and translating the resulting coordinate by ¢, and ¢, in both
vertical and horizontal directions:

V= % + ¢y

U= — +cn
Finally we get the new coordinate (v,u) in the image
plane. Because not all pixels on the texture map can be vis-
ible from the camera, we need to determine the visibility of
each coordinate (P, P, P.) by the following. That is, we
rotate the normal of the point at (P, P, P,) by R,, R and
R, asdonein (1). If the angle between the resulting normal
and the positive Z axis is smaller than 90°, i.e., the normal

points to the positive Z axis, (v, u) is a valid coordinate. If
it is, the bilinear interpolation result of (v, u) is filled in as

Destination §

Source f

Figure 2: Triangle representation: a set of mapping equations are
applied only for the vertexes of triangles, while the other mapping
are obtained through affine transformations between correspond-
ing triangles. This speeds up the geometric mapping.

the intensity of the pixel s(«, ). Otherwise s(«, 3) is con-
sidered as a missing pixel and set the intensity to be zero.
To compensate the illumination variation, we also normal-
ize the mean of the intensities of all non-missing pixels to
be 128.

One issue in the above mapping is how to determine the
radiuses of a human head ellipsoid 7, ry, and 7., which are
essentially the height, width and depth of the human head.
Since we are estimating the distance between the human
face and the camera origin d, any one of the three radiuses,
for example, the width r,, can be set to be one. Thus we
only need to determine the ratio between the width to the
depth, and the ratio between the width to the height. In
our algorithm, the former is set to be a fix constant 0.9 by
considering that the head’s depth is slightly larger than the
head’s width, while the latter is usually obtained from the
external source, such as a face detector or hand labeling for
the frontal face image. Once we obtain these two ratios,
they are assumed to be constant for the same subject. Of
course, we can also treat these two ratios as two additional
elements in the mapping parameter x, and estimate them
using the same framework as estimating x.

Since geometrical mapping is an essential step in our
recognition algorithm, the efficiency of this step affects the
speed of face registration/recognition. In practice, this step
can be computationally intensive, if every pixel in s needs
to find its corresponding coordinate in f using the above
set of equations. To solve this problem, we approximate
the texture map s using a triangular mesh, as shown in Fig-
ure 2. That is, for the vertexes of these triangles, we derive
their corresponding coordinates in f using the above map-
ping equations. Thus the mapping between two triangles
can be approximated by an affine transformation, whose six
parameters are estimated via three pairs of corresponding
vertexes. For the pixels inside each triangle, the scan-line
algorithm [14] is used to quickly find the corresponding co-
ordinates. The goal of this approximation is to speed up
the geometrical mapping while not noticeably affecting the
recognition precision. The choice of the triangle’s size is a
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Figure 3: Geometry assisted face recognition: all training and test
images are converted into the texture maps, and the distance mea-
sure is calculated based on the overlap area between two texture
maps. Face images are better registered in the texture map space,
than in the original image space.

trade-off between the mapping speed and the mapping pre-
cision. If the triangle is larger, the mapping is faster while
the precision is also lower. In our implementation, the tri-
angle size is 4 by 4 pixels.

3. Geometry assisted face recognition

In many face recognition systems, there is only one face im-
age, normally the frontal view face image, during the train-
ing stage. However, in the test stage, there might be test im-
ages that correspond to different poses of human faces. This
is a hard problem because the same face might appear very
differently under various poses. In this section, we present
our geometry assisted approach to deal with this case.

As shown in Figure 3, given a face database with L sub-
jects, there is only one frontal view face image, f;(I =
1,2,..., L), for each subject that is available for training.
During the training stage, the optimal mapping parameter
x; is estimated for each training image f; based on a uni-
versal mosaic model, which is generated by combining tex-
ture maps from multiple subjects, using the condensation
method [15]. Essentially this estimation process is trying
to minimize the difference between the universal mosaic
model and the texture map controlled by the mapping pa-
rameter, which provides information about the position, the
distance, and the pose of the face. Notice that some of the
parameters might be known from external sources. For ex-
ample, if we know all training images have frontal view
faces, their pose parameters, R, Rg and R,, are known

Figure 4: Patch representation: a texture map is evenly decom-
posed into an array of local patches, which enables the appearance
modeling of local patches and the potential movement of patches.

to be zero. Once the estimation is done, the corresponding
texture map s; is generated from each training image f;. It
is obvious that in the texture map s;, only part of the pix-
els are valid information of the facial appearance, while the
rest are missing pixels since each face image only corre-
sponds to one portion of a 3D head ellipsoid’s surface. To
describe this missing pixel information, we also generate a
mask map, a;, which has the same dimension as the tex-
ture map s;. For all missing pixels in s;, the corresponding
pixels in a; are zero and the others are one.

During the test stage, given one test image f;, first we
estimate the optimal mapping parameter based on the uni-
versal mosaic model. Second, the resulting texture map s;
and the mask map a; are compared with each of the training
texture maps as the following:

1

llaz o ay|

d, = II(st —Sl)oatoal||2 2)

where o refers to the element-wise multiplication. Basically
d; is the normalized mean-square-error (MSE) between the
overlap area of the test texture map s; and the training tex-
ture map s;, and ||a; o a;|| indicates the size of the overlap
area between two texture maps. There is a degeneration
case when the two texture maps have a very small overlap
area, which leads to a small d;. Because in our estimation
algorithm, the mapping parameter changes slowly, there is
a very low chance that we will fall into this degeneration
case. Eventually, the test image is recognized as the subject
with the minimal d;.

4. Probabilistic modeling for patches

Researchers have considered that different parts of a hu-
man face contribute differently for face recognition. For
example, Pentland et. al. [16] propose to use modular
eigenspaces to model the appearance of facial features, such
as eyes, mouth, etc. Kanade and Yamada [9] perform dis-
criminative analysis for all sub-regions in the face area and
obtain a pose-robust face recognition algorithm.

We extend the idea of sub-region analysis and apply it
to the geometry assisted approach. As shown in Figure 4,
for each texture map s;, we represent it as an array of lo-
cal patches sﬁvj. There are a number of benefits of using
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Figure 5: Sample images of one subject from the PIE database:
the image in the first row is the training image, while the others
are test images.

the patch representation instead of the whole texture map.
First, when combing the texture maps from multiple poses
to generate a map that covers larger pose views, patches
can move locally to find better matching with other poses.
Hence the moving of local patches compensates when the
assumption of the ellipsoid human head is not perfect. Sec-
ond, instead of treating each pixel equally by using (2), we
can modify the distance measure of each patch according
to the pose changes. A probabilistic model can be trained
to model such changes and improve face recognition under
pose variation.

Let us introduce how to train a probabilistic model for
the distance measures of patches from a face database with
pose variation. In this paper we train such a model using
the CMU PIE database [17]. The PIE database consists of
face images of 68 subjects under different combinations of
poses and illuminations. We use part of this database in this
paper, which are 9 pose images for 68 subjects. These are
the images with multiple poses under the neutral illumina-
tion condition. Sample images from one subject are shown
in Figure 5, where the numbers, c27, c34, cl4, cl1, c29,
c22, 02, c¢37, c03, are the pose labels for each image. We
choose c27 as the training pose and the other eight poses as
the test poses.

We take 9 pose images of 34 subjects for training the
probabilistic model. We denote each of the images as
£(1, ¢m ), where ¢,,, is one of the eight test pose labels. We
obtain the texture maps of all images, and have the patch
representation as s; ;([, ¢,,), where  and j are the index of
patches vertically and horizontally.

Since we treat the frontal pose, c27, as the training im-
age, we need to study how the distance measure of cor-
responding patches between c27 and all other eight poses
changes. This is done by fixing one patch and one particu-
lar pose, and calculating the distance measure of one patch
(MSE) between all subjects in the pose c27 and all subjects
in that particular pose. For example, Figure 6 is the result of
such calculation for one patch closer to the right eye and the

Train Subject ID

5 10 15 20 25 30
Test Subject ID

Figure 6: A 2D distance map: the intensity of each element in-
dicates the distance measure of the same patch (around the right
eye) at two poses (pose c29 and c27). It can be observed that diag-
onal elements (intra-subject) are darker (smaller valued) than the
off-diagonal elements (inter-subject).

pose ¢29. In this 2D map, the vertical axis represents all the
training images from 34 subjects under the pose c27, while
the horizontal axis represents all test images from 34 sub-
jects under the pose c29. Each entry indicates the distance
measure of the same patch between one pair of subjects.
For each combination of all other patches and other eight
test poses, we should generate one of such 2D map.

Ideally we should expect that the diagonal elements of
this 2D map are darker than the off-diagonal elements be-
cause the former is an indication of the intra-subject vari-
ations, while the latter is an indication of the inter-subject
variations. In order to verify such expectation, we can plot
the histograms of the diagonal elements and off-diagonal el-
ements respectively. Also, for explicitly modeling these two
types of variations, we approximate them as two Gaussian
distributions. That is, we estimate the mean and stand devi-
ation of intra-subject variations from the diagonal elements,
and the mean and stand deviation of inter-subject variations
from the off-diagonal elements. The resulting two Gaussian
distributions are denoted as the following:

| 1 diy -
p(d; j|same, ¢y,) = ————eap[— = (— )]
V2mone 2 oy
| |yt
p(d; ;|diff, ¢p,) = xp[— *(%)2] (3)

/9 d ff
1 ,J

where u;d;“e, o, ,uf‘f, f‘gf are the mean and stand de-

viation of intra-subject and inter-subject variations for the
patch (7, j) under the test pose ¢,,. Let us denote the proba-
bilistic model as Py = {{5*1¢, udil, o5, odiff} 3. No-
tice that all four parameters depend on the test pose ¢,,,. For
example, the most left plot of Figure 7 is the Gaussian ap-
proximation of two distributions in Figure 6. The solid and
broken lines are the histograms of two distributions, and the
dotted curves are the approximated two Gaussian distrib-
utions. These four plots are from the two distributions of

m
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Figure 7: Gaussian approximation: each figure has two histograms
(solid and broken curves) and two Gaussian approximations (dot-
ted curves); four figures are from the two distributions of the same
patch (around the right eye) with four different poses, namely c29,
cll1, c14, ¢34 from left to right. This shows that the discriminative
power of distance measures decreases as the pose changes from
the frontal view to the profile view.

the same patch with four different test poses: slightly right
(c29), more right (cl11), further right (c14), profile (c34).
We can see that as the pose changes from the frontal view
to the profile view, the discriminative power decreases since
these two distributions are harder to be classified.

To illustrate the relation among these parameters for all
test poses, we plot them in Figure 8. In total, there are
five columns and eight rows, where each row corresponds
to the statistical information of each test pose, namely c34,
cl4, cll1, ¢29, c05, c37, c02, c22 from top to bottom. The
first four columns are the plots of ", ud'™, o34, o'l for
all eight test poses. The intensity of each pixel indicates
the value of the parameter. The brighter the intensity is,
the larger the parameter is. In order to illustrate the dif-
ference between these two distributions, we normalize the
intensity of the first and second column, as well as the in-
tensity of the third and fourth column. Naturally, we can
observe that the second column, ugigf, is brighter than the
first column, 4;*7*, and the fourth column, Jfljff, is brighter
than the third column 0;%"¢, which means the inter-subject
variations have larger mean and stand deviation than those
of the intra-subject variations. The last column is the Fisher
ratio [18] between two Gaussian distributions defined as the
following:

same

dlff same
(g™ — pure)?
2
O.sa]me + O.dlff2

fij =

Since the fisher ratio is a good indication of the discrimi-
native power, we can study that among all patches in the tex-
ture map, which patches provide more discriminative power
than the others. From the last column of Figure 8, we see
that the nose and forehead seem to have more discrimina-
tive power. This observation might not be true in general.
However, it seems to be a right conclusion for this particular
dataset.

Figure 8:
columns are plots of ;;
poses; the last column is the fisher ratio of two distributions for
all eight poses; each row corresponds to the statistical information
of each test pose, namely ¢34, c14, c11, c29, c05, c37, c02, c22
from top to bottom.

Probabilistic modeling for patches: the first four

same ihjff, S, o dlﬁ for all eight test

5. Probabilistic geometry assisted face
recognition

After introducing how to train a probabilistic model, let
us focus on how to utilize it in improving the pose-robust
face recognition. Given a face database with L subjects,
only one frontal view face image, f;(I = 1,2,...,L), of
each subject is available for training. During the training
stage, the geometry assisted algorithm estimates the opti-
mal mapping parameter x; for each training image f; based
on the universal mosaic model. The resulting texture map
from each training image is represented as an array of local
patches, Sé, i

Given a test image, we also generate its texture map sﬁ’ j
based on the universal mosaic model. For the test texture
map s! ; and one of the training texture map st _j» We com-
pute the distance measures of all corresponding patches,
{d; ;}. Since we have developed the probabilistic models
of distance measures of each local patch, they enable us to
properly combine these distance measures, one computed
for each corresponding patches, to reach to the local deci-
sion for recognizing whether the two texture maps/faces are
from the same subject or not.

Given the distance measure and the pose of the test im-
age, the posteriori probability that the test image and the
training image belong to the same subject is:

P(same|d; ;, ¢;) =

p(d; j|same, ¢;)P(same)
(d;,j|same, ¢;) P(same) + p(d; ;|diff, ¢, ) P(diff)

“
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where ¢, is the pose of the test image, which can be ob-
tained during the estimation of the mapping parameter,
P(same) and P(diff) are the prior probabilities of being
the same subject or not given any test image. For a data-
base with L subjects, normally we set P(same) = +
and P(diff) = Z-1. Notice that in order to calculate
p(d;, j|same, ¢;) using (3), ¢, needs to be equal to one of
the test poses ¢,,,. This issue is dealt with in two different
ways.

First, if the pose of the test image ¢, is similar to one
of the eight test poses ¢,,, we can approximate ¢; using
the most similar test pose. Second, if ¢; is not similar to
any one of test poses ¢,,, we can compute the marginal

distributions of (4) over ¢,,:

p(d; j|same) = ZP(¢m)p(di,j|same7 bm)

p(diaj ‘dlff) = Z P(¢7n,)p(di-j |diff, ¢m)

p(d; j|same) P (same)

Plsameld ;) = o ame) P(same) + p(d diff) P(difl)

Here we assign a uniform distribution for P(¢,,). It
could be non-uniform if we consider the probability of each
pose presenting in the test set. Finally, the sum rule is
applied. That is, the averaged probability measure of all
patches P(same|d; ;) is the similarity measure between the
test image and one of the training subjects. Basically dif-
ferent combination rules, such as the sum rule, the prod-
uct rule, the max rule, etc, can be applied here. Kittler et.
al. conclude that in general the sum rule outperforms other
combination rules because the sum rule is more resilient to
estimation errors [19]. The test image is recognized to be
the subject that gives the highest similarity measure.

In addition to being applied in image-based face recog-
nition, our algorithm can also be used in video-based pose-
robust face recognition. Given a video sequence containing
human faces, video-based recognition involves both face
tracking and face recognition. One computational efficient
way is to combine these two by using the same model for
performing both tasks simultaneously. As an extension of
our approach, the individualized face mosaic model, which
combines multiple texture maps from various poses of the
same subject, can serve this purpose.

Face tracking is to determine the location, pose of a face
in each frame. Since the mapping parameter x contains all
these information, the face tracking is equivalent to estimat-
ing x. Given one video frame, we use the condensation
method [15] for this estimation. After estimating x and gen-
erating a texture map, we use the distance between the tex-
ture map and the individualized mosaic model for the recog-
nition purpose. Using our mosaic model, we have observed
satisfying tracking and recognition performance from video
sequences with face images.

—— Geometry-assisted method without probabilistic modeling
= &« Geometry—assisted method with probabilistic modeling
Eigenface

Multi-subregion method

Recognition rate

0 . . . . . .
c34 cl4 ci1 c29 c05 c37 c02 c22
Pose of test images

Figure 9: Recognition performances of four algorithms on the PIE
database with one frontal training image. Our algorithm performs
better than others, especially for the difficult scenario (poses closer
to profile views).

6. Experimental results

We evaluate our algorithm by comparing its performance on
the CMU PIE database with a traditional eigenface method
[11]. We use half of the subjects (34 subjects) in the PIE
database for training the probabilistic model as presented
above. The 9 pose images per subject from remaining 34
subjects are used for the recognition experiments.

The frontal view image (c27) is used for the training, and
the other 8 images are used for test. As shown in Figure 9,
the horizontal axis represents the labels of 8 test poses, c34,
cl4, cl1, c29, c05, ¢37, c03, c22, from the right profile to
the left profile. The vertical axis shows the recognition rate
of four algorithms for each specific pose. The first is the tra-
ditional eigenface approach [11], where the nearest neigh-
bor classifier is applied. We manually crop the human face
for both the training and test images, and normalized them
to the size of 64 by 64 pixels. Since there are 34 training
images in total, it is possible to use an eigenspace whose
number of eigenvectors varies from 1 to 33. We test all
these possibilities and plotted the one with the best recog-
nition performance. The second algorithm is our geometry
assisted method without probabilistic modeling, which is
presented in Section 3. The third algorithm is the geometry
assisted method with probabilistic modeling.

A number of observations are made from these results.
First, when the pose of the test image is more toward the
profile view, the recognition rate decreases. Second, both
our algorithms perform much better than the baseline al-
gorithm. Third, the geometry assisted method with proba-
bilistic modeling works better than the one without proba-
bilistic modeling. We can see that with one training image,
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our algorithm presents satisfying recognition performance:
it recognizes all face views with more than 90% correct rate
except the two most extreme profile views. Even for the
two profile views, around 70% and 60% recognition rates
are achieved.

We also plot the results of the multi-subregion method
reported in [9]. We can see that the performance of our al-
gorithm is comparable with the multi-subregion method for
test images closer to the frontal view. For test images closer
to profile views, our algorithm performs noticeably better.
For example, in their report, the recognition rates of two
profile views are both lower than 40%. There are a few rea-
sons why our method works better for profile views. One
is that we utilize more appearance information instead of
only using the area bounded by facial features, such as eyes
and the mouth, as done in [9]. Also, the geometrical map-
ping greatly compensates the pose variation and reduces the
intra-subject variations.

7. Conclusions

In this paper we introduce a probabilistic geometry assisted
approach and apply it to pose-robust face recognition. All
training and test images are projected to the surface of a
3D ellipsoid by estimating the pose and position informa-
tion, and represented as texture maps. The distance mea-
sure is conducted in the overlap area between any two tex-
ture maps. Also by representing the texture map as an ar-
ray of local patches, it enables us to develop a probabilistic
model for the distance measures of patches from a face data-
base with pose variation. Eventually we are able to utilize
the Bayesian framework to evaluate the distance measure
of corresponding patches. Comparing it with the existing
algorithms, we observe significant improvement when per-
forming experiments on the CMU PIE database.

Suppose we only have one frontal training image for one
subject. Can we estimate/anticipate the profile of this sub-
ject? We can approach this problem by studying the rela-
tionship between the patches from the frontal view and the
patches from the profile view. Our algorithm has already
modeled the statistical of the within-patch appearance, and
we can extend it by modeling statistics of the between-
patch.
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