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Abstract

In this paper, we recognize the need of de-identifying a
face image while preserving a large set of facial attributes,
which has not been explicitly studied before. We verify the
underling assumption that different visual features are used
for identification and attribute classification. As a result,
the proposed approach jointly models face de-identification
and attribute preservation in a unified optimization frame-
work. Specifically, a face image is represented by the shape
and appearance parameters of AAM. Motivated by k-Same,
we select k images that share the most similar attributes
with those of a test image. Instead of using the average of
k images, adopted by k-Same methods, we formulate an ob-
jective function and use gradient descent to learn the opti-
mal weights for fusing k images. Experimental results show
that our proposed approach performs substantially better
than the baseline method with a lower face recognition rate,
while preserving more facial attributes.

1. Introduction

The human is the dominant object of interest in the huge
network of surveillance cameras deployed in buildings, air-
ports, streets, and so on. The captured images and videos
enable various applications such as face recognition, person
re-identification, crowd and behavior analysis, etc. Certain
applications, such as face recognition, rely on the specific
facial characteristics associated with identifiable informa-
tion - typical for biometrics problems. On the other hand,
for a wide range of other applications, it is not necessary to
access identifiable information on faces, yet the recording
of faces arouses potential privacy concern from the general
public [27]. To address this concern, one possible solution
is face de-identification [19], which aims to eliminate the
identifiable information by modifying a face image while
preserving data utility – a counter problem to biometrics.

In addition to the identifiable information, face also con-

∗denotes equal contribution by the authors.

APFD 
Asian 
Youth 
Female 

No eye wear 

Asian 
Youth 
Female 

No eye wear …
 

…
 

Figure 1. The proposed APFD method can change the identity of
a face image while preserving facial attributes.

tains other information associated with various facial at-
tributes [13], such as gender, age, race, glasses, expression,
etc. For many real-world applications, these facial attributes
carry useful information and are desired to be extracted. For
example, age and race attributes can help analyze the de-
mography of customers in a retail store. Therefore, it is
important to preserve these facial attributes while perform-
ing the face de-identification. In other words, ideally face
de-identification should operate only on the identifiable in-
formation while keeping a wide variety of attributes intact.

However, most state-of-the-art de-identification ap-
proaches are designed to thwart face recognition methods
without explicitly modeling the preservation of facial at-
tributes. Previous k-Same methods [19, 9] transform a face
image in an one-shot operation to make it unrecognizable,
and then test its utility such as expression classification. In
these approaches, attribute preservation is a consequence
after face de-identification. To the best of our knowledge,
there is no prior work that jointly models de-identifying face
images and preserves a large set of facial attributes.

In recognizing this problem, we propose an Attribute-
Preserved Face De-identification (APFD) approach, which
jointly models these two parts in a unified optimization
framework. As shown in Fig. 1, given a test image, our
method can change the identity of the subject while pre-
serving as many attributes as possible. Specifically, this pa-
per studies 17 attributes including gender, race, age, expres-
sion, glasses, image quality, etc. In contrast to the k-Same
methods where the average of k images is treated as the
de-identified image, we formulate an objective function to
estimate the optimal weights to fuse the k images.

The objective function includes two terms defined using
a set of pre-trained face attribute classifiers and a face verifi-



cation classifier. The first term is the score of a face verifica-
tion classifier between a test image and its de-identified im-
age, where a lower score indicates different identities. The
second term is the total difference of scores from the fa-
cial attribute classifiers of the test image and those of its
de-identified image, where a smaller difference indicates
the preservation of more facial attributes. During the gradi-
ent descent-based optimization, the supervised learned face
verification classifier and attribute classifiers serve as the
oracle to guide the estimation of the weighting parameters,
i.e., the minimization leads to both the de-identification and
attribute preservation. Experiments on a set of 200 images
demonstrate the effectiveness of our proposed approach in
de-identifying face images while preserving attributes.

In summary, this paper makes two key contributions:
�We identify the problem of face de-identification while

preserving attributes, which emphasizes the importance of
attribute preservation that lacks attention in prior work.
� We formulate an optimization problem to explicitly

model face de-identification and attribute preservation. By
optimizing the joint objective function, the de-identified
face images will preserve as many attributes as possible.

2. Related Work
Face de-identification related topics have been addressed

in data mining, graphics, and computer vision. For ex-
ample, [14] studies the tradeoff between privacy protection
and data utility, where some ideas are applied to face de-
identification. Bitouk et al. [1] automatically replace face
images in photographs, although its purpose is not for face
de-identification. In computer vision, earlier work on face
de-identification are ad-hoc methods using simple opera-
tions such as masking, blurring, and pixelation [2]. While
these simple techniques are easily applicable to any image,
there is no guarantee in the de-identification performance.

To overcome this problem, Newton et al. [19] propose
the k-Same algorithm based on the k-anonymity concept.
It uses the averaged face of k images from the gallery as
the de-identified image. Therefore, the performance of face
recognition is theoretically limited to 1

k . Although the pri-
vacy protection can be guaranteed, there is no guarantee in
preserving data utility and the de-identified images usually
suffer from blurring and ghosting artifacts. Some variants
of k-Same are proposed to solve these problems. k-Same-
Select algorithm [8] divides the image set to mutual ex-
clusive subsets and applies the k-Same algorithm to each
subset. This algorithm attempts to preserve attributes of
each subset. The k-Same-M algorithm [10] relies on an
Active Appearance Model (AAM) [18] where an image is
represented by its shape and appearance parameters. It ap-
plies the k-Same algorithm to the appearance parameters of
k similar images. Using the AAM model solves the mis-
alignment problem and remedies the undesirable artifacts.

Recently, there are more work that consider facial at-
tributes in face de-identification. Gross et al. [9] propose
multi-factor models to factorize test images into identity
and non-identity factors and apply de-identification to the
former factors. However, only expression is considered in
this paper. Du et al. [6] explicitly preserve race, gender,
age attributes in face de-identification. Given a test image,
it first computes the attributes and select the corresponding
attribute-specific AAMs for k-Same. However, for any pos-
sible combination of the interested attributes, one specific
AAM model is needed. Therefore, this method is not scal-
able to a large set of attributes. Another related work is [22]
where identity is preserved while gender is changed.

Our work is an extension of k-Same-M. Instead of using
an averaged face, we propose to estimate the best weights to
combine k images by explicitly modeling attribute preser-
vation and face de-identification in an optimization process.
In addtion, a large set of 17 attributes is studied in this paper.

In all k-Same-based methods, there is a gallery set for
selecting k similar images. The test set in their experiments
may either overlap [9, 19] or disjoint [8, 6] with the gallery
set. The overlap scenario is more challenging because the
same test image will be one of k images and retain identity
information in the de-identified image. Further, this also
mimics the worst case scenario since for an arbitrary test
subject, there might exist a visually similar gallery subject.
Therefore, our experiments employ the overlap scenario.

3. The Proposed APFD Approach
As shown in Fig. 2, the proposed method mainly consists

of two parts. First, an AAM model, a set of facial attribute
classifiers, and a face verification classifier are learned. We
apply these classifiers and model on the gallery set to com-
pute the attributes, shape and appearance parameters of all
images. Second, given a test image from the same set, we
find the top k images that share the most number of similar
attributes to those of the test image and save the correspond-
ing shape and appearance parameters. Similar to k-Same-
M algorithm, we update the image by linearly weighting
the shape and appearance parameters of k images. Instead
of applying a constant weight, we formulate an objective
function to estimate the optimal weights such that the de-
identified image and the original image will have as many
common attributes as possible while being classified as two
different subjects. We present each part in the following.

3.1. Attribute Classifiers

In order to ensure the facial attributes are preserved, we
learn a set of Nt attribute classifiers, each for detecting the
presence of one individual attribute. Given the success of
gist [21] feature in scene classification and attribute stud-
ies [23], we adopt it as the feature for our attribute classi-
fiers. Gist feature extraction includes Gabor filtering and
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Figure 2. Overview of the proposed Attribute-Preserved Face De-identification (APFD) algorithm.

grid averaging. First, a set of B Gabor filters with different
scales and orientations are applied to an image. Second, the
filtered image is normally divided into a 4 × 4 grid and the
values are averaged in each cell to form a 16-dim vector for
one filtered image. In our work, we use a denser grid with
the cell size of s and the overlap of s

2 . For a test image I,
we denote the extracted gist feature as f = F (I).

Given the high-dimensional gist feature, we use Boost-
ing for both feature selection and classifier learning due to
its proven success [29]. We denote an attribute classifier as,

G(f) =

Nw∑
i=1

λigi(fi), (1)

where fi is the ith selected gist feature - one element among
f , λi is the weight, and gi(fi) is a weak classifier. Similar
to [15], we use atan() in order to make gi(fi) differentiable,

gi(fi) =
2

π
atan(pifi − piθi), (2)

where θi is a threshold and pi is a parity term (1 or −1).
pi is assigned such that on average the positive class has a
larger pifi than piθi. For the detailed training process, the
reader may refer to [15]. During classification, the sign of
G(f) indicates the binary attribute value of an image.

3.2. Face Verification

Face verification is a well-studied topic [17]. We lever-
age the work of [4] to learn a joint Bayesian face verification
classifier via the gist feature. Specifically, the gist features
of one face image pair, f and f ′, is assumed to form a Gaus-
sian distribution. The appearance of a face is influenced by
two factors: the identity and the intra-personal variations.
That is, we have the probability of f and f ′ belonging to
the same subject as P (f , f ′|HI) = N(0,ΣI), and different
subjects as P (f , f ′|HE) = N(0,ΣE), where ΣI and ΣE are
two covariance matrices that can be estimated from training
data. The log likelihood ratio R(f , f ′) is computed as,

R = log
P (f , f ′|HI)

P (f , f ′|HE)
= fᵀAf + f ′T Af ′ − 2fᵀGf ′, (3)

where A and G are two matrices derived from ΣI and ΣE .
More details can be found in [4]. Finally, the smaller R is,
the more likely that f and f ′ belong to different subjects.

Chen et al. [5] suggests face recognition to use the inner
face region rather than the background or hair, while the
hair has shown contribution to face verification [25]. For
simplicity, given the face image pair, we apply a fixed oval-
shaped mask to eliminate the background information be-
fore feeding them to Bayesian face verification.

3.3. Face Image Synthesis

Given a test image I, face de-identification attempts to
synthesize a new image I′ that still visually appears as a
face with a similar image quality, i.e., maintaining data us-
ability [6]. Hence we describe how to represent I and syn-
thesize a face image. Conventional k-Same method gener-
ates blurred images I′ with ghosting effects due to the mis-
alignment among k images. Similar to the k-Same-M [10]
algorithm, we represent an image I by its shape parameter
p and appearance parameter c in a pre-trained AAM model,

s = s0 +

Ns∑
i=1

pisi, a = a0 +

Na∑
i=1

ciai, (4)

where s is a 2Nl-dim vector containing the 2D coordinates
of Nl landmarks on a face image. s0 and a0 are the mean
shape and appearance, and si and ai are the basis functions
of shape and appearance, respectively. The AAM model
M = {{si}Ns

i=0, {ai}
Na
i=0} is learned from a set of face im-

ages with manually labeled landmarks [18].
In order to compute p for I, we employ the state-of-the-

art linear regression-based face alignment approach [30]
to estimate Nl landmarks (s). As for c, the key is to
compute the warped test image in the mean shape space
a = I(W (x0; s)), whereW (x0; s) represents the piecewise
affine warping from s0 to s, and x0 is the collection of all
coordinates in s0.

With the face representation of p and c, our de-
identification algorithm can synthesize a new image I′ by
using the estimated p′ and c′. This can be achieved by us-
ing the inverse warping in the AAM model, which, how-
ever, only generates the inner part of the face. In contrast,
we need to synthesize a rectangular-shaped face image for
the purpose of evaluating attribute classification. We ad-
dress this problem by generating both the inner and outer
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Figure 3. Synthesizing a face image I′ with the updated shape and
appearance parameters, p′ and c′.

parts of a face. Specifically, we add 8 points on the image
boundary (green points in Fig. 3), denoted as a 16-dim vec-
tor b, together with the boundary of the face shape to form
triangles for the outer part. By using the test image and the
updated parameters (p′, c′), the synthesized image I′ can
be generated by,

I′(x;p′, c′) =

{
a′(W−1(x; s′)), if x ∈ s′,
I(W−1(x; [[s′]o;b])), otherwise,

where s′ and a′ are computed via Eqn. 4 with p′ and c′,
W−1(x; s′) represents the inverse warping from the coordi-
nates x in I′ to the coordinates in s0, when x resides within
the boundary of s′, or otherwise to the coordinates in the
test image space. The operator [s′]o returns the subset of s′

corresponding to the landmarks on the boundry. The whole
process is illustrated in Fig. 3. To combine the inner and
outer parts, we apply image blending by replacing the pix-
els near the boundary as the average of their neighborhood.

3.4. Optimization-based De-identification

In this section, we describe the proposed method for face
de-identification. Our goal is to change the identity of a test
image while preserving a large set of facial attributes. In or-
der to do this, we combine the attribute classifiers and face
verification classifier in a joint objective function. Given a
test image, we first find k images from the gallery set that
share the most similar attributes as those of I. Our opti-
mization process estimates the optimal weights for fusing k
images to generate the de-identified image.

We denote the gallery set I = {Ii}
Ng

i=0. To create a more
challenging scenario for de-identification, we assume that
the test image is from I. For the efficiency of testing, we
pre-compute the representations and attributes for all im-
ages in I. Specifically, we employ the face alignment [30]
to estimate landmarks on each image and the collections
of its shape and appearance representation are denoted as
P and C respectively. The learned attribute classifiers are
used to estimate the Nt facial attributes of all images in I,
denoted as a Nt ×Ng matrix R where R(i, j) ∈ [−1, 1].

Given a test image, we apply the attribute classifiers to
estimate the Nt attributes r. Based on the similarity be-
tween r and each column of R, we find the top k images

Algorithm 1: Attribute-preserved face de-identification.

Input: Test image I, k, attribute classifiers {Gi()}Nt
i=1, face

verifier R(), AAM model M, P, C, and R.
Output: De-identified image I′.
1. Compute r = [G1(I); · · · ;GNt(I)];
2. Find k images by comparing R and r. Save their
corresponding parameters as P0 and C0;
3. Initialization:
w0

p = w0
c = [ 1

k
, 1
k
, ..., 1

k
];

p0 = P0w
0
p, c0 = C0w

0
c , t = 0;

4.while Jt() < Jt−1() do
t = t+ 1;
Compute ∂J

∂wp
according to Eqn. 7;

wt
p = wt−1

p − ηp ∂J
∂wp

, pt = P0w
t−1
p ;

Compute ∂J
∂wc

according to Eqn. 7;
wt

c = wt−1
c − ηc ∂J

∂wc
, ct = C0w

t−1
c ;

Return: I′(x;pt, ct).

with the highest similarities, and denote their correspond-
ing shape and appearance parameters as P0 = [p1

0, · · · ,pk
0 ]

and C0 = [c10, · · · , ck0 ]. Following the k-Same theory [19],
it is assumed that the shape and appearance parameters (p,
c) of the de-identified image can be generated by,

p = P0wp, c = C0wc, (5)

where wp and wc are k-dim vectors representing the
weights of k images.

Rather than assigning 1
k to wp and wc, which is univer-

sally adopted in all prior k-Same methods, this paper formu-
lates an objective function J(wp,wc), whose minimization
leads to the optimal wp and wc,

J =

Nt∑
i=1

|| 2
π

atan(Gi(f
′))− 2

π
atan(Gi(f))||22 + λR(f ′, f),

(6)
where {Gi()}Nt

i=1 are the attribute classifiers, R is the face
verification classifier, and f ′ = F (I′(x;p, c)) is the ex-
tracted gist feature from the synthesized image I′.

The first term in Eqn. 6 measures the difference be-
tween the attributes of I′ and those of I. The atan() func-
tion is used to approximate the sign function since we are
only interested in the polarity of the attribute classifier, i.e.,
whether the face image has the positive or negative attribute
value, rather than the continuous classifier score. The sec-
ond term aims to classify I and I′ as different subjects by
minimizing the score of the face verification classifier.

Since image warping is involved, this is a non-linear op-
timization problem. We decide to use gradient descent to
minimize the objective function by iteratively estimating
wp and wc. We use the chain rule to compute the derivative



of J w.r.t. wp and wc,

∂J

∂wp
=
∂J

∂f ′
∂f ′

∂wp
,

∂J

∂wc
=
∂J

∂f ′
∂f ′

∂wc
, (7)

where ∂J
∂f ′ can be easily computed. For the second part, due

to non-linear image warping, we use the slope of the tangent
line of f ′ for approximation. For example, the derivative of
f ′ w.r.t. the jth element of wp is,

∂f ′

∂wp(j)
=
F (I′(x;p + εpj

0, c))− F (I′(x;p, c))

ε
, (8)

where ε is a small perturbation, and pj
0 is the jth column of

P0. For the iterative gradient descent, all elements in wp

and wc are initialized as 1
k , i.e., we assign equal weights for

all k images. The iteration continues as long as the objective
function keeps decreasing. Algorithm 1 summarizes the de-
identification process.

4. Experiments
This section presents the details of our experimental

setup, the results, and comparison with prior work.

4.1. Experimental Setup

Attribute Classifiers We use FaceTracer dataset [12] to
train and test our attribute classifiers. This is one of the few
publicly available dataset providing ground truth labels for
a large number of facial attributes. There are 5, 000 attribute
labels for 10 different attributes including gender (female,
male), race (Asian, White, Black), age (baby, child, youth,
middle-aged, senior), hair color (blond, no blond), eye wear
(none, eyeglasses, sunglasses), mustache (true, false), ex-
pression (smiling, not smiling), blurry (true, false), lighting
(harsh, flash), and environment (outdoor, indoor). We are
able to download an image subset with 3, 268 labels, where
80% of them are used for training and 20% for testing. We
consider all attributes except the environment. To enjoy the
simplicity of binary classification, we treat attributes with
more than two choices separately by defining the detection
of each choice as a binary classification problem, similar
to [13], which leads to a total of Nt = 17 attributes.

Face Verification It is shown in [4] that the performance
of Bayesian face verification increases when more subjects
are used for training. We use FaceScrub dataset [20], which
includes a large set of face images for 530 subjects. We
randomly select five images for each subject and manually
label the eye centers to rectify all images. These data are
used to compute the two covariance matrices ΣI and ΣE ,
and subsequently A and G in Eqn. 3. We use the testing set
in LFW [11] to evaluate the performance.
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Figure 4. The accuracies of 17 attributes and their average.

Face De-identification We use the training set of 300W
dataset [26], which includes 3, 148 images with ground
truth labels of Nl = 68 facial landmarks per image, to learn
the AAM model M. For the test set I, it is desirable that
it contains face images with diverse combinations of facial
attributes. However, conventional face recognition datasets
normally have non-uniform distribution in their attributes
due to the biased population of volunteers. Therefore, we
manually select Ng = 200 images1 from four datasets,
ND1 [3], FERET [24] , CAS-PEAL [7], and BioID [28],
with the goal of minimal bias in any attribute. Furthermore,
this testing set I also serves as the gallery set for selecting k
images. Given a test image, including the same image in the
gallery leads to a more challenging problem, because this
same image is guaranteed to be selected as the top of k im-
ages. Therefore the de-identified image will have a higher
probability to maintain the same identify as the original test
image, compared to the case of not including the same im-
age in the gallery set. For each de-identified image, we use
Bayesian face verification to perform closed-set face recog-
nition on the gallery set and evaluate the performance based
on the face recognition rate and the number of preserved at-
tributes. Since no prior work has explicitly performed face
de-identification while preserving attributes, we choose to
use k-Same-M, one of the state-of-the-art de-identification
methods, as the baseline method for comparison.

Note that all datasets discribed above are used for traing
except the gallery set. The trained models can be directly
applied to a test image. In real-world applications, the only
data needed is the gallery set, which can be a few hundred
of face images with diverse attributes.

Parameter Setting All images in our experiments are
rectified with two eye centers and cropped to the size of
64 × 64. In the gist feature extraction, we set B = 32 and
s = 8, which results in a 7, 200-dim feature f . We apply
PCA to reduce the high feature dimension to 400 before
learning the face verification classifier. Each attribute clas-
sifiers consists of Nw = 300 weak classifiers. In the AAM
model, by preserving 99% of energy, we use Ns = 101 and
Na = 1, 334 basis functions for shape and appearance, re-

1 http://www.cse.msu.edu/˜liuxm/faceDeID

http://www.cse.msu.edu/~liuxm/faceDeID
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Figure 5. Feature maps of attribute classifiers and face verification classifier. Higher intensities indicate more contribution to classification.

spectively. Finally, we experimentally determine other pa-
rameters as λ = 0.2, ηp = 0.001, ηc = 0.05, and ε = 0.4.

4.2. Experimental Results

Since the proposed method relies on the supervised
learned classifiers to guide the optimization, it is important
that these classifiers can achieve good classification perfor-
mances in their own tasks. The performances of all attribute
classifiers are shown in Fig. 4, with the average accuracy
of 87%. We compare it with the results reported in [13]
since both methods are evaluated on the same dataset. The
overall performance is comparable, which allows us to inte-
grate reliable attribute classifiers into the proposed face de-
identification framework. The Bayesian classifier achieves
the face verification rate of 70%. As discussed in Sec. 3.2,
the performance of Bayesian face verification increases as
the number of training subjects increases. With only 530
subjects, we achieve a reasonable good performance.

The underlying assumption of the proposed method is
that the visual features accounting for facial identity and fa-
cial attributes are distinct and separable. In order to verify
this assumption, we plot the feature maps of each attribute
classifier (summation of λi at all Nw feature locations) and
the Bayesian classifier to show the spatial distributions of
selected features. For the feature map of Bayesian classi-
fier, we use the approximation similar to Eqn. 8 to compute
the difference of classifier output w.r.t. the change of a spe-
cific feature. As shown in Fig. 5, the selected feature lo-
cations for each attribute are consistent with intuition. For
example, most features are selected from the boundary of
the face for the blond hair attribute. For eye-wear attribute,
most features are from the upper part of the face. However,
some features from the top of the face are selected for clas-
sifying the mustache attribute. The reason could be that this
attribute is relevant to male and the top-left corner is salient
for the gender classifier. Overall, the average of all 17 fea-
ture maps are separable with the feature map of Bayesian
classifier. Therefore, the assumption holds, and it is possi-
ble to de-identify the face while preserving the attributes.

Figure 6 shows an example of the gradient descent pro-
cess in the proposed face de-identification algorithm. The

Test Image t = 2 t = 6 t = 10 

6 16 17 6 16 17 6 16 16 

0 1 2 3 4 5 6 7 8 9 10
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Iteration index t

J(
)

Figure 6. An example of iterative gradient descent process. The
box under each image indicates the attribute values, where the
white box represents the positive value and gray the negative. The
attribute indexes can be referred to Fig. 5. The number of boxes
under each de-identified image is equal to the number of non-
preserved attributes compared to the test image.

face images are gradually updated such that the Bayesian
classifier score is decreasing and the number of non-
preserved attributes keeps decreasing. Therefore, the joint
formulation of our objective function serves the purpose of
both face de-identification and attribute preservation.

We compare the proposed method with k-Same-M [10],
which can be considered as the initialization of our pro-
posed method. We apply both methods to all 200 images.
For each de-identified image, we use the attribute classifiers
to compute the number of preserved attributes, and apply
the Bayesian classifier to calculate the rank-1 face recog-
nition rate. The performances of both methods under dif-
ferent k are shown in Fig. 7. The face recognition rate for
both methods decreases as k increases, which is consistent
with the k-anonymity theory. And it almost saturates when
k = 8. Comparing with the baseline, the improvement
in de-identification is substantial. Across different k, the
face recognition rate of APFD is on average only 37% of
the baseline method, i.e., we reduce the recognition rate by
more than half. In contrast, the improvement in attribute
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Figure 7. Comparison of the face recognition rates and the average
number of preserved attributes for k-Same-M and APFD.

preservation is relatively minor, around 0.5 more attributes
for all k. This is partially due to the limited number of at-
tributes in our experiments. With potentially larger number
of attributes in real-world applications, it is less likely to
find k images with all attributes being the same, and there-
fore the optimization has more advantages in preserving the
maximum number of attributes. Note that the Bayesian face
verification is one of the state-of-the-art recognizers. Al-
though our implementation does not achieve comparable re-
sults due to the lack of training subjects. The trained recog-
nizer is tested on both methods, which is a fair comparision.

Figure 8 shows the de-identified images at different k.
In general, we see that a larger k value leads to lower face
verification scores (R), and hence a better de-identification
performance. It is also able to preserve more attributes.

Figure 9 shows exemplar de-identification results of
seven images with k = 3. The proposed method is su-
perior in terms of the number of non-preserved attributes
and the amount of identity difference w.r.t. the test image.
The simple averaging scheme can result in distorted face
shapes (Col. #1) and undesirable attributes (Col. #7). On
the contrary, the proposed method can generate images of
better quality and preserve more attributes. Noted that the
accuracy of the attribute classifiers influences the final per-
formance. E.g., our attribute classifier wrongly classify the
test image in Col. #6 as having eye-wear, which encour-
ages the de-identified image to preserve eye-wear, as seen in
Fig. 9 (e) at Col. #6. Therefore, as research progresses, the
better (attribute and verification) classifiers would be bene-
ficial to, and can be easily incorporated into, our framework.

5. Conclusions

This paper studies the problem of attribute preservation
in face de-identification. We first learn a set of attribute
classifiers and a face verification classifier that achieve rea-
sonablely good performance. These classifiers are used in
the joint modeling of face de-identification and attribute
preservation. An image is de-identified by combining the
shape and appearance parameters of k images with similar
attributes. The main technical novelty of our work is to es-

timate the optimal weights for k images instead of using the
average weights. Experimental results show the effective-
ness of the proposed method compared to the baseline. In
the future, we will apply our method to face videos assum-
ing video-based face alignment is conducted [16].
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