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Abstract

The face image is the most accessible biometric modality which is used for highly accurate face recognition systems, while it is vulnerable to many different types of presentation attacks. Face anti-spoofing is a very critical step before feeding the face image to biometric systems. In this paper, we propose a novel two-stream CNN-based approach for face anti-spoofing, by extracting the local features and holistic depth maps from the face images. The local features facilitate CNN to discriminate the spoof patches independent of the spatial face areas. On the other hand, holistic depth map examine whether the input image has a face-like depth. Extensive experiments are conducted on the challenging databases (CASIA-FASD, MSU-USSA, and Replay Attack), with comparison to the state of the art.

1. Introduction

Biometrics utilize physiological, such as fingerprint, face, and iris, or behavioral characteristics, such as typing rhythm and gait, to uniquely identify or authenticate an individual. As biometric systems are widely used in real-world applications including mobile phone authentication and access control, biometric spoof, or Presentation Attack (PA) are becoming a larger threat, where a spoofed biometric sample is presented to the biometric system and attempted to be authenticated. Since face is the most accessible biometric modality, there have been many different types of PAs for faces including print attack, replay attack, 3D masks, etc. As a result, conventional face anti-spoofing systems can be very vulnerable to such PAs.

In order to develop a face recognition system that is invulnerable to various types of PAs, there is an increasing demand on designing a robust face anti-spoofing (or PA detection) system to classify a face sample as live or spoof before recognizing its identity. Previous approaches to tackle face anti-spoofing can be categorized in three groups. The first is the texture-based methods, which discover discriminative texture characteristics unique to various attack mediums. Due to a lack of an explicit correlation between pixel intensities and different types of attacks, extracting robust texture features is challenging. The second is the motion-based methods that aim at classifying face videos based on detecting movements of facial parts, e.g., eye blinking and lip movements. These methods are suitable for static attacks, but not dynamic attacks such as replay or mask attacks. The third is image quality and reflectance-based methods, which design features to capture the superimposed illumination and noise information to the spoof images.

Most of the prior face anti-spoofing work, as one of our key observations, apply SVM on hand-crafted features. While Convolutional Neural Network (CNN) exhibits its superior performance in many computer vision tasks [24, 25, 20], there are only a few CNN-based methods for face anti-spoofing. Existing CNN methods typically

*denotes equal contribution by the authors.
use CNN for learning representations, which will be further classified by SVM [27, 31]. In our view, further utilizing CNN in multiple ways, such as end-to-end training and learning with additional supervision, is a viable option for solving face anti-spoofing problems. On one hand, with an increasing variety of sensing environments and PAs, it is not desirable to have a hand-crafted feature to cover all attacks. On the other hand, we need CNN to learn a robust feature from the data. With the growing numbers of face spoofing databases, CNN is known to be able to leverage the larger amount of training data, and learn generalizable information to discriminate live vs. spoof samples.

Following this perspective, as shown in Figure 1, this paper proposes a novel two-stream CNN-based face anti-spoofing method, for print and replay attacks. The proposed method extracts the local features and holistic depth maps from face images. Here the local features are extracted from random patches within the face region, while the depth features leverage the whole face, and describe the live face as a 3D object but the spoof face as a flat plain (assuming PAs include print attack and replay attack). Since face spoofing datasets contain videos with different qualities, combining the local and holistic features has two benefits: First, utilizing the local patches help to learn spoof patterns independent of spatial face areas. Second, holistic depth maps ensure the input live sample has a face-like depth. Hence, we use two CNNs to learn local and holistic features respectively. The first CNN is end-to-end trained, and assign a score to each randomly extracted patch from a face image. We assign the face image with the average of scores. The second CNN estimates the depth map of the face image and provide the face image with a liveness score based on estimated depth map. The fusion of the scores of both CNNs lead to the final estimated class of live vs. spoof.

We summarize our main contributions as follows:

- Our proposed method utilizes both learned local and holistic features for classifying live vs. spoof face samples.
- We propose a method for estimating the dense depth map for a live or spoof face image.
- We achieve the state-of-the-art performance on conventional face anti-spoofing databases.

2. Prior Work

We review papers in three relevant areas: traditional face anti-spoofing methods, CNN-based methods, and image depth estimation.

**Traditional face anti-spoofing methods** Most prior work utilizes hand-crafted features and adopts shallow learning techniques (e.g., SVM and LDA) to develop an anti-spoofing system. A great number of work pay attention to the texture differences between the live faces and the spoofs. Common local features that have been used in prior work include LBP [28, 13, 14], HOG [23, 45], DoG [40, 34], SIFT [32] and SURF [7]. However, the aforementioned features to detect texture difference could be very sensitive to different illuminations, camera devices and specific identities. Researchers also seek solutions on different color spaces such as HSV and YCbCr [5, 6], Fourier spectra [26] and Optical Flow Maps (OFM) [3].

Additionally, some approaches attempt to leverage the spontaneous face motions. Eye-blinking is one cue proposed in [30, 39], to detect spoof attacks such as paper attack. In [22], Kollreider et al. use lip motion to monitor the face liveness. Methods proposed in [9, 10] combine audio and visual cues to verify the face liveness.

**CNN-based methods** CNN have proven to successfully outperform other learning paradigms in many computer vision tasks [24, 25, 20]. In [27, 31], the CNN serves as a feature extractor. Both methods fine-tune their network from a pretrained model (CaffeNet in [31], VGG-face model in [27]), and extract the features to distinguish live vs. spoof. In [44], Yang et al. propose to learn a CNN as a classifier for face anti-spoofing. Registered face images with different spatial scales are stacked as input and live/spoof labeling is assigned as the output. In addition, Feng et al. [15] propose to use multiple cues as the CNN input for live/spoof classification. They select Shearlet-based features to measure the image quality and the OFM of the face area as well as the whole scene area. And in [43], Xu et al. propose an LSTM-CNN architecture to conduct a joint prediction for multiple frames of a video.

However, compared to other face related problems, such as face recognition [25, 41] and face alignment [18], there are still substantially less efforts and exploration on face anti-spoofing using deep learning techniques. Therefore, in this work we aim to further explore the capability of CNN in face anti-spoofing, from the novel perspective of fusing the local texture-based decision and holistic depth maps.

**Image depth estimation** Estimating depth from a single RGB image is a fundamental problem in computer vision. In recent years there have been a rapid progress of data-driven methods [21], especially deep neural networks trained on large RGB-D datasets [38], as well as weak annotations [8]. Specifically, for face images, face reconstruction from one image [18, 19] or multiple images [35, 36] can also be viewed as one way for depth estimation. However, to the best of our knowledge, no prior work has attempted to estimate the depth for a spoof image, such as a face on a printed paper. In contrast, our approach estimates depth for both the live face and spoof face, which is particularly challenging since the CNN needs to discern the subtle difference between two cases in order to correctly infer the depth.

3. Proposed Method

The proposed approach consists of two streams: patch-based CNN, and depth-based CNN. Figure 2 shows a high-level illustration of both streams along with a fusion strat-
egy for combining them. For the patch-based CNN stream, we train a deep neural network end-to-end to learn rich appearance features, which are capable of discriminating between live and spoof face images using patches randomly extracted from face images. For the depth-based CNN stream, we train a fully convolutional network (FCN) to estimate the depth of a face image, by assuming that a print or replay presentation attack have a flat depth map, while live faces contain a normal face depth.

Either the appearance or depth cue can detect face attacks independently. However, fusing both cues has proven to provide promising results. In this paper, we refer to the fusion output as the spoof-score. A face image or video clip is classified as spoof if its spoof-score is above a pre-defined threshold. In the remaining of this section, we explain in detail the two CNN streams used for face anti-spoofing.

3.1. Patch-based CNN

There are multiple motivations to use patches instead of full face in our CNN. First is to increase the number of training samples for CNN learning. Note that for all available anti-spoofing datasets, only a limited number of samples are available for training. E.g., CASIA-FASD only contains 20 training subjects, with 12 videos per subject. Even though hundreds of faces can be extracted from each video, overfitting could be a major issue when learning the CNN due to the high similarities across the frames. Second, when using the full face images as input, traditional CNN needs to resize faces due to varying face image resolutions, where such scaling change might lead to the reduction of the discriminative information. In contrast, using the local patches can maintain the native resolution of the original face images, and thus preserve the discriminative ability. Third, assuming the spoof-specific discriminative information is present spatially in the entire face region, patch-level input can enforce CNN to discover such information, regardless of the patch location. This is a more constrained or challenging learning task compared to using the whole face image.

3.1.1 Input features

CNN is claimed to be a powerful feature learner that is able to map from raw RGB pixel intensities to the discriminative feature representation, guided by the loss function, which is in sharp difference to the conventional hand-crafted features. In our work, one observation is that CNN might also benefit from the hand-crafted features, which are proven to work well for the anti-spoof application. In a way, this is one form of bringing domain knowledge to the CNN learning. This might be especially important for face anti-spoof applications, since without domain knowledge it is more likely for CNN to learn non-generalizable information from the data, rather than the true discriminative feature.

In reviewing hand-crafted features for face anti-spoofing, researchers have been experimenting with several color spaces as input to a feature extraction module to find discriminative descriptors. Typically, the most common color spaces used are RGB, HSV, YCbCr, and several combinations among them, such as HSV + YCbCr [5]. The RGB has limited applications in face anti-spoofing due to the high correlation between the three color components and the imperfect separation of the luminance and chrominance information. On the other hand, HSV and YCbCr are based on the separation of the luminance and the chrominance information, providing additional features for learning the discriminative cues.

In this work, we attempt to use both HSV and YCbCr color spaces in the CNN-base methods. Moreover, we also explore several other input feature maps to the CNN including a pixel-wise LBP map, and high-frequency patches. For the pixel-wise LBP map, we use the LBPR_{8,1} operator (i.e., P = 8 and R = 1) to extract the pixel-wise textural features from the face image, and afterwards we randomly extract patches from the texture map. Note that in previous works, LBP is only used to extract histogram descriptors. For the high-frequency patches, the idea is to remove the low-frequency information from the patches which is motivated by the work in [12]. For any given face image I, we subtract the low-pass filtered image of I, which results in a high-frequency image I_{H} = I - f_{lp}(I). An illustration of the various input features explored in our system is in Figure 3. Compared to using RGB alone, providing these input features can facilitate the CNN training.

Based on our experiments, all of the proposed input features are useful representations to learn a CNN capable of distinguishing spoof attacks from live faces. In the experi-
Figure 3: Examples on RGB (G channel), HSV (S channel), YCbCr (Cb channel), pixel-wise LBP (LBP of S channel in HSV), high-frequency images (using G in RGB) of both live and spoof face images.

3.1.2 CNN architecture

A detailed network structure of the patch-based CNN is illustrated in Table 1. Note that a total of five convolutional layers are used followed by three fully connected layers. Following every convolutional layer, we use a batch normalization, ReLU and pooling layers. Softmax loss is utilized in CNN training. Given a training image, we initially detect the face and then crop the face region based on eye positions. After that, several patches are extracted randomly from the face image, such that all patches have the same fixed size. We avoid any rescaling to the original face images for the purpose of maintaining the spoof patterns within the extracted patches. If the face image is a live face, we assign all of its patches a binary label of 1. If the face is a spoof face, the labels of patches are 0.

During testing, we extract patches in the same manner as training. The patch-based CNN will produce spoof scores for every patch in the range of 0 − 1. The final result of the image is the average spoof score of all patches. If the presentation attack is in the video format, we compute the average spoof score across all frames.

3.2. Depth-based CNN

In this section, we explain the details of the depth-based CNN. Other than 3D-mask PA, all known PAs, such as printed paper and display, have an obviously different depth compared to the live faces. Therefore, developing a robust depth estimator can benefit the face anti-spoofing.

Based on [12], we believe that high-frequency information of face images is crucial for anti-spoofing, and resizing images may lead to a loss of high-frequency information. Therefore, to be able to handle face images with different sizes, we propose to maintain the original image size in training the CNN for depth estimation. That is, we train a fully convolutional network (FCN) whose parameters are independent to the size of input face images. The input is face images and the output is the corresponding depth maps. For the live faces, the depth information is from the 3D face shapes estimated using a state-of-the-art 3D face model fitting algorithm [18, 19, 17]. For the spoof faces, the depth information is the flat plain, as assumed by the attack medium’s geometry, e.g., screen, paper.

3.2.1 Generating the depth labels

We represent the live face with the dense 3D shape A as

\[
\begin{bmatrix}
    x_1 \\
    x_2 \\
    \vdots \\
    x_Q \\
    y_1 \\
    y_2 \\
    \vdots \\
    y_Q \\
    z_1 \\
    z_2 \\
    \vdots \\
    z_Q
\end{bmatrix}
\]

where z denotes the depth information of the face, and Q is the number of 3D vertices.

Given the face image, the 3D face model fitting algorithm [19] can estimate the shape parameters \( \mathbf{p} \in \mathbb{R}^{1 \times 228} \) and projection matrix \( \mathbf{m} \in \mathbb{R}^{3 \times 4} \). We then use 3DMM model [4] to compute the dense 3D face shape \( \mathbf{A} \) by

\[
\mathbf{A} = \mathbf{m} \cdot \left[ \mathbf{S} + \sum_{i=1}^{228} p_i \mathbf{S}^i \right],
\]

where \( \mathbf{S} \) is the mean shape of the face and \( \mathbf{S}^i \) are the PCA shape bases representing identification variations, e.g., tall/short, light/heavy, and expression variations, e.g., mouth-opening, smile.
We employ a FCN to learn the non-linear mapping function \( f(I; \Theta) \) from an input image \( I \) to the corresponding depth map \( M \), where \( \Theta \) is the network parameter. Following the setting in Sec. 3.1, we use \( HSV + YC_b\) features as the CNN input. The depth label \( M \) is obtained in the approach described in the previous subsection. Our FCN network has a bottleneck structure, which contains two parts, downsampling part and upsampling part, as shown in Table 1. The downsampling part contains 6 convolutional layers and 2 max pooling layers; The upsampling part consists of 5 convolutional layers which sandwich 4 transpose convolutional layers for the upsampling purpose. This architecture composes of only convolutional layers without fully connected layer, and each layer is followed by one leaky-ReLU layer. We define the loss function as the pixel-level Euclidean loss,

\[
\arg \min_{\Theta} J = \| f(I; \Theta) - M \|_F^2.
\] (2)

3.2.3 Depth Map For Classification

The proposed FCN can estimate a depth map for a face image. Since the depth maps used to supervise the training can distinguish between live and spoof images, the estimated depth maps should also have the capability to classify live vs. spoof. To leverage this capability, we train SVM classifiers using the estimated depth maps of the training data.

Specifically, to ensure that the input dimension of SVM is of the same size, the depth map \( M \) is overlaid with a fixed \( N \times N \) grid of cells. We compute a mean depth of each local cell and generate a \( N^2 \)-dim vector, which is fed to the SVM with RBF kernel. Given that resizing the depth map might lose information, we propose to train multiple SVMs with different sizes of \( N \). To properly determine the number of SVMs, we adopt a Gaussian mixture model to fit the distribution of input image sizes. During the testing stage, we feed the testing sample to the SVM, whose input size \( N \) is closest to the sample.

Moreover, we can leverage the temporal information given a face video input. For live videos, the depth changes little over time, while the depth of spoof ones can change substantially due to noisy estimation and involuntary hand movement while holding spoof mediums. Hence for a video, we first compute a \( N^2 \)-dim vector for each frame, and then compute standard deviation of the estimated depth maps of the video. The final feature of a frame feeding to SVM is a \( 2N^2 \)-dim vector. Given the SVM output of all frames, we use their average as the final score of the video.

4. Experiments

4.1. Database

We evaluate our proposed method on two PAs: print and replay attacks, using three benchmark databases: CASIA-MFSD [46], MSU-USSA [32], and Replay-Attack [11].

**CASIA-MFSD:** This database contains 50 subjects, and 12 videos for each subject under 3 different image resolutions and varied lightings. Each subject includes 3 different spoof attacks: replay, warp print, and cut print attacks. Due to the diversity of the spoof types, many previous work [30, 39] that leverage the motion cues such as eye-blinking or shape deformation would fail on this dataset. This dataset partitions the subject space and use 20 subjects for training and 30 subjects for testing.

**MSU-USSA:** As one of the largest public face spoofing database, MSU-USSA contains 1,000 in-the-wild live subject images from the Weakly Labeled Face Database [42], and create 8 types of spoof attacks from different devices such as smart phones, personal computers, tablets and printed papers. This dataset covers images under different illuminations, image qualities and subject diversity.

**Replay-Attack:** This database contains 1,300 live and spoof videos from 50 subject. These videos are divided to training, development and testing sets with 15, 15 and 20 subjects respectively. The videos contain two illumination conditions: controlled and adverse. Given the print and re-
play attacks in this set, the database also divides the attacks into two more types based on whether they use a support to hold the spoof medium, or if the attack is held by a person.

4.2. Experimental Parameters and Setup

Our experiments follow the protocol associated with each of the three databases. For each database, we use the training set to learn the CNN models and the testing set for evaluation in terms of EER and HTER. The Replay-Attack database provides a development set which is only used as a validation set during training to ensure convergence of the network. We select 5,000 random patches from the development set to validate the training process. For fair comparison on MSU-USSA, we follow the testing protocol in [32], using a subject-exclusive five-fold cross validation, where the subjects are randomly split into five folds.

For the patch-based CNN, we use Caffe toolbox [16], with the learning rate of 0.001, decay rate of 0.0001, momentum of 0.99, and batch size of 100. Before fed into the CNN, the data are normalized by subtracting the mean of training data. Since CASIA and Replay-Attack are video datasets, we only extract 2 random patches per frame for training. For the images in MSU-USSA, we extract 64 patches from each live face region, and 8 patches from each spoof face region. For CASIA and MSU-USSA, a fixed patch size of 96 × 96 is used. For Replay-Attack, given its low image resolution, the patch size is 24 × 24. To accommodate the difference in patch sizes, we remove the first two pooling layers for the patch-based CNN.

For the depth-based CNN method, we use Tensorflow toolbox [1], with the learning rate of 0.01 and batch size of 32. The patches are also normalized by subtracting the mean face of training data. When generating the depth labels, we normalize the depth to the range of 0 – 1. We use the weighted average of two streams’ scores as the final score of our proposed method, where the weights are experimentally determined.

4.3. Ablation Study

4.3.1 Patch-based CNN analysis

In our work, we explore several input feature maps to train the patch-based CNN, which include different combinations of color spaces, a pixel-wise $LBP$ map, and high-frequency patches. For all of the experiments, we first detect and then crop a face for a given frame. After that we convert the face image into a new feature map as seen in Figure 3, which will then be used to extract patches. Table 2 presents the results on CASIA-FASD when using different combinations of input feature maps. Based on our experiments, we only show the best four combinations of features in this table. From these results, we can clearly see that the $HSV + YC_b C_r$ features has a significant improvement in performance compared to the other features with an EER of 4.44% and an HTER of 3.78%. Moreover, when adding an $LBP$ map to the $HSV + YC_b C_r$ has a negative impact to the CNN learning, which reduces the performance of using $HSV + YC_b C_r$ only by 2.31% HTER. Similarly, when training the patch-based CNN with high-frequency data in the $HSV + YC_b C_r$ images, it also reduces the performance by 1.79% HTER. This shows that the low-frequencies may also provide discriminative information to anti-spoofing.

4.3.2 Depth-based CNN analysis

The depth map results on the CASIA-FASD testing set are shown in Figure 5. We can find that there is a clear distinction between the depth maps of the live images and those of the spoof images. Compared to the depth label shown in Figure 4, the depth prediction of the live images is still not perfect. However, CNN is attempting to predict the face-like depth, i.e., higher values in the depth map, while the predicted depth of the spoof images to be flat, i.e., lower values in the depth map. In comparison, in the spoof image, there might be certain areas that suffer more degradation and noise from the spoof attack. As we can see from Figure 5, our CNN is still trying to predict some areas with high values in the depth map. However, overall depth patterns of spoof samples are far from those of live samples so that the SVM can learn their difference. Hence, training a CNN for depth estimation is beneficial to face anti-spoofing. Figure 6 shows the mean and standard deviation of the estimated depth maps for all live faces and spoof faces in Realy-Attack. The differences of live vs. spoof in both mean and standard deviation demonstrate the discriminative ability of depth maps, as well as support the motivation of feature extraction for SVM in Sec. 3.2.3.

4.3.3 Fusion analysis

We extensively analyze the performance of our patch-based and depth-based CNNs on CASIA-FASD and report frame-based performance curves as seen in Figure 7. As mentioned earlier, CASIA-FASD has three different video qualities and three different presentation attacks, which we use to highlight the differences of our proposed CNN streams. For the low-quality images, the patch-based method achieves an EER of 2.78%. For the same quality, we notice that depth-based CNN performs better, which is understandable since the relative depth variation of frontal-
Figure 5: The depth estimation on CASIA-FASD testing subjects. The first two columns are the live images and their corresponding depth maps, the rest six columns are three different types of spoof attacks (print, cut print and video attacks) and their corresponding depth maps.

Figure 6: The mean and standard deviation of the estimated depth maps of live and spoof faces, for all testing samples in Reaply-Attack. Note the clear differences in both the mean and standard deviation between the two classes.

view face image is very small compared to the far distance when a low-quality face image is captured. For the normal quality, fusion of both methods has a large positive impact on the final result, which can be seen from the ROC curves. The result of both methods on high quality videos is reasonable good, and therefore, fusion will maintain the same performance. It is clear that the depth-based method struggles when the face images are lower in resolution, and vice-versa for the patch-based method. On the other hand, the patch-based method suffers with high resolution, and vice-versa for the depth-based method. Therefore, fusion of both methods will strengthen the weak part of either one.

When analyzing the three different presentation attacks in CASIA-FASD with our proposed methods, the most successfully detected attack is the video replay attack. It is worthy to note that, since the ROC curve of every attack is an average of the three different video qualities, the difference among the three attacks is not large. For the fusion results, the best gain can be seen in the print attacks compared to the results of the two methods independently.

4.4. Experimental Comparison

We compare the proposed method with the state-of-the-art CNN-base methods on CASIA-FASD. Table 3 shows the EER and HTER of six face anti-spoof methods. Among different methods in Table 3, the temporal features are utilized in a Long Short-Term Memory (LSTM) CNN [43], the holistic features are extracted for classification in [44] and, CNN is used for the feature extraction in [27] and after applying PCA to the response of the last layer, SVM is utilized for classification. According to the Table 3, our method outperforms others in both EER and HTER. This shows the combination of local and holistic features contain more discriminative information. Note that even though depth-based CNN alone has larger errors, its fusion with patch-based CNN still improves the overall performance.

We also test our method on the MSU-USSA database. Not many papers report results in this database because it is relatively new. Table 4 compares our results with [32] which analyzes the distortions in spoof images, and provides a concatenated representation of LBP and color moment. In comparison to [32], our patch-based CNN already achieves 89% reduction of EER. The complementariness of depth-based CNN further reduce both the EER and HTER.

On the Replay-Attack database [11], we compare the proposed method with three prior methods in Table 5. Although our EER is similar to the prior methods, the HTER of our method is much smaller, which means we have fewer false acceptance and rejection. Moreover, though the fusion does not reduce the EER and HTER over the patch-based CNN, we do observe an improvement on the AUC from
Figure 7: Frame-based ROC curves on CASIA-FASD comparing the fusion method with the patch-based and depth-based CNNs.

Table 3: EER (%) and HTER (%) on CASIA-FASD.

<table>
<thead>
<tr>
<th>Method</th>
<th>EER (%)</th>
<th>HTER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine-tuned VGG-Face [27]</td>
<td>5.20</td>
<td>-</td>
</tr>
<tr>
<td>DPCNN [27]</td>
<td>4.50</td>
<td>-</td>
</tr>
<tr>
<td>CNN [43]</td>
<td>6.20</td>
<td>7.34</td>
</tr>
<tr>
<td>[5]</td>
<td>6.2</td>
<td>-</td>
</tr>
<tr>
<td>[37]</td>
<td>3.14</td>
<td>-</td>
</tr>
<tr>
<td>[7]</td>
<td>2.8</td>
<td>-</td>
</tr>
<tr>
<td>[43]</td>
<td>5.17</td>
<td>5.93</td>
</tr>
<tr>
<td>Haralick features [2]</td>
<td>-</td>
<td>1.1</td>
</tr>
<tr>
<td>Moire pattern [33]</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Our patch-based CNN</td>
<td>4.44</td>
<td>3.78</td>
</tr>
<tr>
<td>Our depth-based CNN</td>
<td>2.85</td>
<td>2.52</td>
</tr>
<tr>
<td>Our fusion</td>
<td>2.67</td>
<td>2.27</td>
</tr>
</tbody>
</table>

Table 4: EER (%) and HTER (%) on MSU-USSA.

<table>
<thead>
<tr>
<th>Method</th>
<th>EER (%)</th>
<th>HTER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>3.84</td>
<td>-</td>
</tr>
<tr>
<td>Our patch-based CNN</td>
<td>0.55 ± 0.26</td>
<td>0.41 ± 0.32</td>
</tr>
<tr>
<td>Our depth-based CNN</td>
<td>2.62 ± 0.73</td>
<td>2.22 ± 0.66</td>
</tr>
<tr>
<td>Our fusion</td>
<td>0.35 ± 0.19</td>
<td>0.21 ± 0.21</td>
</tr>
</tbody>
</table>

Table 5: EER (%) and HTER (%) on Replay-Attack.

<table>
<thead>
<tr>
<th>Method</th>
<th>EER (%)</th>
<th>HTER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine-tuned VGG-Face [27]</td>
<td>8.40</td>
<td>4.30</td>
</tr>
<tr>
<td>DPCNN [27]</td>
<td>2.90</td>
<td>6.10</td>
</tr>
<tr>
<td>[44]</td>
<td>2.14</td>
<td>-</td>
</tr>
<tr>
<td>[5]</td>
<td>0.4</td>
<td>2.9</td>
</tr>
<tr>
<td>[7]</td>
<td>0.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Moire pattern [33]</td>
<td>-</td>
<td>3.3</td>
</tr>
<tr>
<td>Our patch-based CNN</td>
<td>2.50</td>
<td>1.25</td>
</tr>
<tr>
<td>Our depth-based CNN</td>
<td>0.86</td>
<td>0.75</td>
</tr>
<tr>
<td>Our fusion</td>
<td>0.79</td>
<td>0.72</td>
</tr>
</tbody>
</table>

0.989 in patch-based CNN to 0.997 in the fusion.

5. Conclusions

This paper introduces a novel face anti-spoofing method based on fusing two CNN streams. Unlike the most prior methods in face anti-spoofing that use the full face to detect presentation attacks, we leverage both the full face image and patches extracted from the same face to distinguish the spoof from live faces. The first CNN stream is based on patch appearance extracted from face regions. This stream demonstrates its robustness across all presentation attacks, especially on lower-resolution face images. The second CNN stream is based on face depth estimation using the full face image. The experiments of this CNN show that our depth estimation can achieve promising results specifically on higher-resolution images. Therefore, fusing these two complementary CNN streams result in an overall approach that is compared favorably to the state of the art.
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