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ABSTRACT [ e, e
A key assumption of traditional machine learning is thatbot ‘\ 3 ;
the training and test data share the same distribution. How- ;‘ =1 b '29

ever, this assumption does not hold in many real-world sce- ==k

narios. For example, in facial expression recognition, the § = & = 4 E
appearance of an expression may vary significantly for dif- > X
ferent people. Previous work has shown that learning from \
adequate person-specific data can improve facial expressio ;< smiling
recognition results. However, because of the difficulties o

data collection and labeling, person-specific data is lsual @ ()

very sparse in real-world applications. Learning from theFig. 1. (a) The posed smile expressions from DFAT database
sparse data may suffer from serious over-fitting. In this paf6]. (b) The spontaneous pain expressions from PAINFUL
per, we propose to learn a person-specific facial expressiafatabase [8]. Pain expression has large variation acrdss su
model through transfer learning. By transferring the infor jects.

mative knowledge from other people, it allows us to learn an

accurate person-specific model for a new subject with only 0! @ large amount of data for a specific new person. Thus,
small amount of his/her specific data. how to learn the person-specific model with limited person-

specific data becomes a critical problem.
1. INTRODUCTION In this paper, we exploit a new promising way to learn

. . a person-specific model for expression recognition: temsf
In recent years, machine learning approaches have been suct

cessfully applied to the field of automatic facial expressio lljearnmg. Transfgr Iearnlr_lg represents a family of algionts
2 : : . that transfer the informative knowledge from the sourca dat
recognition. However, many machine learning algorithm

work well onlv under the assumption that the training an o the new target domain. In our application, we take the pain
y P 9 expressions of other subjects as the source data and learn a

terztsgfgr? raérfod:]ail;/i\(/)nnfrt%rir; ;Zifﬁmt?oﬂlﬁzbuﬁgg'f;?sfgﬁ:? erx- erson-specific model for a new target subject. We consider
P g ’ P y P'%wo transfer learning scenarios: inductive transfer lawyn

totypical and posed expressions, such as the “smiling’sface : .
from the Cohn-Kanade DFAT database [6] (Figure 1(a)). Be_(Sec. 3.1) and transductive transfer learning (Sec. 3.8). F

S : : : the former, only a small amount of labeled target data are re-
cause the posed smile is quite consistent across subjacts, ¢_ . -
) : . : quired to learn the robust target model without over-fitting
rent smile detection systems can easily achieve an accafacy

. For the latter, the target data does not need to be labeled
97% [13] on the DFAT database (leave-one-Subject-Out Crosg. .o tha data labeling work is entirely avoided. Finallg, w
validation). However, the identical-distribution assumop

. . compare various transfer learning algorithms and trautitio
does not hold for complex and spontaneous expressions, like

the “pain” expressions in the PAINFUL database [8] (Figure earning algorithms in the PAINFUL database, and show sig-

1(b)). This database contains the spontaneous pain expre%t'cam improvement of the inductive transfer learningqSe

sions of patients with shoulder injuries during their stueul
movement. We can observe large variation of the pain expres-
sions across different subjects, such as eyes open or ¢losed 2. RELATED WORK
mouth open or closed, etc. Because the training and test datacial expression recognition has made considerablegsegr
may not share the same distribution, the performance of pain recent years. A comprehensive review can be found in [16].
detection is worse than that of posed smile detection. However, most of the current expression recognition resear
When the appearance of the facial expression changéms focused on the posed expression under tightly cordrolle
across the subjects, learning a person-specific modeklylik laboratory condition. There have been very little work on de
to achieve better performance than a generic model. Howevdecting natural spontaneous facial expression [11, 2] Wwhic
in many real-world applications, it is expensive to coll@eti  may vary significantly across subjects.




An application of spontaneous facial expression recogniAlgorithm 1 Inductive transfer learning for person-specific

tion that would be of great benefit is pain/no-pain detectiormodel
[7]. For instance, in intensive care units (ICU) [5], the im- input: Source data of\/ subjectsD., ..., Dy, whereD,, =
provement in patient outcomes has been achieved by pain{(Xm.1,Ym.1); - (Xm, N, ym,~, )} The target data of a new
monitoring. Lucey et al. [7] collected the spontaneous pain SUPiECDT = {(x1.1,y7.1), -, (XT.N7, y1.N7)}- _
database from patients with shoulder injuries. Their pain CUIPUt A person-specific classifier for the target subjgct=
detection system achieved 0.751 area under the ROC curvefT(X)' : .

. . Phase-l Learning a weak classifier set{ from source data
(AUC) using only appearance features, and achieved the be:stD1 Dy
performance of 0.839 AUC by combining the shape and ¢, — 110 A7 do

appearance features. In this paper, we propose to further |nitialize the weight vectow Y = (w "}, ..., w"y )

improve this result through a person-specific pain detector for k = 1to K do e
Previous work [3, 12] has shown that a person-specific Normalize the weight vectow,, to 1.

model out-performs a person-independent model in expres- Find the weak classifieh'*’ that minimizes the weighted

sion recognition when adequate person-specific data it avai classification erroe over the data séD.,.

able. However, if only a small number of training images for Compute the error = Y173 w [ym,i # hin’ (%m,i)]-

a new subject are available, learning a person-specific mode a=5Ini=,

increases the risk of over-fitting. In this paper, we prodose Update the weights

address this problem through transfer learning. WD _ wﬁ,’j) exp{—aymh®) (oma)}.

Transfer learning aims to extract knowledge from one or ot
more source domains and improve the learning in the target H e HURY.
domain. It has been applied to a wide variety of applications end for
such as object recognition [14], sign language recognéith end for
text classification. For more details we refer the readenéot  Phase-Il Learning a target classifier on target dataD .
survey [9]. In this paper, we apply transfer learning algo- Initialize the weightswy = (w(), .., wity ).
rithms to the task of person-specific facial expressiongeco for k= 1to K do

nition. Normalize the weight vectowr to 1.
Select one weak classifigr") from 7 that minimizes the
3. PERSON-SPECIFIC FACIAL EXPRESSION weighted classification errarover the data sdDr.
Nt

RECOGNITION Compute the weighted errer= Z wé’fl[yT,i # b (xr.0)).
We first introduce the notation used for the transfer leaynin © a1l i=1
problem we intend to approach. Let's denote the training dat ap’ = gIn ==
of a new subject as target dafa, = {(x7., y7.:) Yie1..Np Update the weightsir,; = wr.; exp{—a{ yr:h' (x1.:)}.
and the training data of other subjects as source Hata= H o H\ R,

{(xs,i,ys,i) }i=1..ng, Wherex € X is in the feature space  end for

andy € {1, +1} is the binary label representing expression return fr(x) = sign(y_ af’hf” (x))).

presence/absence. r
For person-specific facial expression recognition, theé goa

is to learn a classifiefr : xr — yr from the target data

Dr. However, since the size of target dady() is very small, ) _ ) )

learning fromD+ only would suffer serious overfitting prob- 0 the transfer learning from a single source [4], this multi

lems. Transfer learning can improve the learningfefby ~ Source transfer learning can identify and take advantage of

transferring knowledge from the abundant source daa the sources that closely related to the target, making & les
vulnerable tanegative transfefrom unrelated sources.

3.1 .Induct|.ve Transfer Learning A.Igorlthm ) ) Phase-I is the standard Adaboost algorithm run for each
In this section, we use the boosting-based inductive transst ihe source data. The Adaboost classifier includes the weak
fer learning in [14] to learn the person-specific model. Thisg|agsifiers that best discriminate the positive and negaltita
framework consists of two phases. In the first phase, thg, that source. All the weak classifiers learned from source
knowledge of the source data is represented by a large cQla constitute a large classifier $6t Phase-ll is a variation
lection of weak classifiers. In the second phase, some of th& aqdaboost on the targer. In contrast to the traditional
weak classifiers are selected to boost the target classifier g\ qapoost which learns weak classifiers from the target data,
the target data. o _ _ we pick the weak classifiers from the source classifiefset
This algorithm is summarized in Algorithm 1. Notice that gince only the classifiers with the lowest classificatiore rat

it transfers the knowledge from multiple sources. The totap, Dr are selected, it can ensure thesitive transfeof the
number of the source data s = >°»_, N,,. Compared knowledge from source to target.



Eye Detection

3.2. Transductive Transfer Learning Algorithm

In this section, we apply the transductive transfer leayail
gorithm in [10] to the facial expression recognition. This a
proach is attractive because it can learn the target classifi
without knowing the target label§yr 1, ..., yr .}, SO that =~ <ASSEaSSe—= = = =V
the labeling work for a new subject can be entirely avoided. ;-J-hll ol

The basic idea of transfer learning is to re-use the sourc. LBP feature
data that is close to the target. Given the labeled source Fig 2. LBP vector is used as the facial image feature.
dataDs = {(xs,i,¥s,;)}i=1..ns and the unlabeled target
dataDr = {xr,;};=1..~n,, transductive transfer learning Table 1. Performance comparison: AUC for different number
reweights every samplgxs ;, ys,;) in the source data using of transfer learning dataNr). ’'half’ represents the result
the probability ratiow(xg,;) = ps(xs.i) wherepg(x) and using the first half of the target data for transfer learning.

) Crop and wrap face Extract LBP feature

pr(xs,i)’

pr(x) are the marginal distributié)ns )of the source and thuF Nr 10 75 50 100 | haif
target, and then the reweighted source data are used to train Traditional Model-A | 0.557 | 0.684 | 0.786 | 0.862 | 0.893
the target model. Traditio_nal Model-B 0.786 | 0.816 | 0.819 | 0.835 | 0.878

e, the sample weighi(x) i approximatedby alinear [ Teie, 8 e o |G S 0108
modeldi(x) = Y_, cu¢i(x), whereg;(x) is a basis func- [ Generic Model (Baseline) 0.769 |
tion such thaty;(x) > 0 for all x. «; is the parameter to be
estimated.

Thus, the target distribution can be approximated by th&equence. The number of frames in the sequence varies from

weighted source distributionyr(x) = w(x)ps(x). Trans- 51810 3360. ) )
ductive transfer learning minimizes the KL divergence be- W& compare the generic model and four different person-
tweenpr(x) andpr (x): specific models as followsGeneric models the Adaboost

classifier learned from the source data of 24 subjects. This

KL o _ log —2T(x)__ 4 is our baseline algorithmlraditional person-specific Model-
[PT(X)HPTI(:T(%L [ pr(x)log @ps (9 1% Ais a Adaboost classifier learned only from the target data
= [ pr(x)log Trrgdx — [ pr(x)log b (x)dx without transfer learningTraditional person-specific Model-

. . . . . Bis a Adaboost classifier learned from a combined dataset of
. Given the training data, the first term is a constant, we Usoth the source data and the target ddteductive transfer

need to maximize the Se9°”d term with respead (). (For modelis learned using Algorithm 1.Transductive transfer
more details of this algorithm please refer to [10]). modelis learned using the algorithm in Sec. 3.2. Each of
Finally, we use the weighted source data to train an Ady,g apove models consists of 50 weak classifiers. When the
aboost classifier for the target subject, i.e. the samplgiwei ,;mper of training samples is 50, the ROCs of these models
of the source d"_"ta are |n|t|allzed 86 (xs,i)i=1..ns} INthe  are shown in Figure 3. The results with different number of
AdaBoost learning algorithm. training samples are summarized in Table 1.
For the traditional person-specific Model-A, we learn the
4. EXPERIMENTAL RESULTS Adaboost classifier only from the person-specific targed.dat
We tested the transfer learning algorithms on the PAINFULThis model suffers serious over-fitting when the target data
database [8], which contains video sequences (totallyd83,3 is limited (AUC is 0.557 when the number of target data is
frames) of 25 subjects with shoulder injuries. 10). Its performance can be improved by adding more train-
Local Binary Pattern (LBP) is used as the facial imageing data, but it is always worse than inductive transferrear
feature in our experiments. We first use the eye locations prang. When using adequate training data (i.e. half of thediarg
vided in the PAINFUL database to crop and warp the facalata), its performance is close to inductive transfer liegrn
region to a 12&128 image. Following the method in [1], For the traditional person-specific Model-B, the classifier
this face image is divided into>8 small regions and a 59- is learned from a combined data-set that consists of both the
dimensionaILBPgﬁ feature is extracted from each region. source and the target data. Because we have a large amount
Superscript:2 reflects the use of uniform patterri8, 1) rep-  of training data, over-fitting problem can be avoided. How-
resents8 sampling point on a circle of radius af These ever, because this classifier focuses on the combined dgta-s
LBP features are concatenated into a single, spatial eedancits performance on the target data is not as good as Model-
feature with8 x 8 x 59 = 3776 dimensions (Figure 2). A when the target data is sufficient. Furthermore, since the
Similar to [8], we perform a leave-one-subject-out evaluatraining data size is very large, the learning process ig ver
tion on 25 subjects. For the target subject, we use theNifst  time consuming. We list the average training time for person
frames of his/her video sequence to learn the person-specifipecific models in Table 2.
model via transfer learning and test on the second half of the The inductive transfer learning achieves the best perfor-
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False Positive Rate weak classifiers wheiNr = 50.

Fig. 3. ROCs whenVy = 50. ploy and evaluate different transfer learning algorithrithin

] o -~ the context of pain expression recognition. Compared to the
Table 2. Average time for training a person-specific model. {a4itional methods, the experiment shows tiveductive

Traditional Model-A 2.6 mi : - : "
ng:t:g:; Mgg;_B 1 463mrl:n transfer learningcan significantly improve the recognition
Inductive Transfer Model 0.16 min performance with a limited number of target samples.
Transductive Tranfer Model 17.6 min

6. REFERENCES

mance among person-specific models. It out-performs thg1] T. Ahonen, A. Hadid, and M. Pietikainen. Face descriptiith lo-

baseline with a small number of target training data (AUC is  cal binary patterns: Application to face recognitiotEEE T-PAMI

: : ; 28(12):2037 —2041, 2006.

improved from 0.769 10 0782 with only 10 samples) and IFS [2] M. Bartlett, G. Littlewort, M. Frank, C. Lainscsek, I. al, and

Performance Increases sugmﬁcantly when adding more-train "~ ;" yjovellan. Automatic recognition of facial actions in spaneous

ing samples (AUC=0.891 with 100 target samples). Further-  expressionsJournal of Multimedia 1(6):22—35, 2006.

more, because inductive transfer learning does not need t8] I. Cohen, N. Sebe, A. Garg, L. S. Chen, and T. S. Huang.aFazpres-

train new weak classifiers, it is the fastest algorithm inl@ab gs/rl‘ljeg;’a”g')(_’;‘sféoml‘é'gegozesq“ences: temporal and stadideling.

2, which makes it Su't?‘b'e for rap|d retr?‘mmg for a new &rg [4] W. Dai, Q. Yang, G.-R. Xue, and Y. Yu. Boosting for transkearning.

For the transductive transfer learning, we didn’'t observe — inICML, pages 193-200, 2007.

any improvement even with adequate training data. A pos-5] A. Gawande. The checklist manifesto: how to get things right

sible reason is that the boosting classifier is not senditive Metropolitan Books, 2009. _ _

the marainal distribution chan In [151. the cl ifi [6] T.Kanade, J. Cohn, and Y.-L. Tian. Comprehensive dalbar facial
€ ma g. al distributio C ange. [ : ], e.C assihens a expression analysis. G, pages 46 — 53, 2000.

grouped into two categorietocal classifierswhich depend  [7] p. Lucey, J. F. Cohn, I. Matthews, S. Lucey, S. SridhadarHowlett,

only on P(y|x), and global classifiers which depend on and K. M. Prkachin. Automatically detecting pain in videadigh
both P(y|x) and P(x). In our transductive transfer learning, f;g’ﬁ' action units IEEE T-SMC, Part B: Cyberneticd1(3):664-674,
we Only re\_Nel,ght,the source .data to approximate the ,t,arge 8] P. Lucey, J. F.Cohn, K. M. Prkachin, P. E.Solomon, and attiklews.
marginal distributionPr(x). Since the AdaBoost classifier Painful data : The UNBC-McMaster shoulder pain expressichige

tends to be a local learner, this tranductive transfer may no  database. IifG, pages 57-64, 2011.

work. [9] S. J. Pan and Q. Yang. A survey on transfer learning-KDE,

- L I 22(10):1345-1359, 2010.
The training and testing time of an Adaboost classifier $10] M. Sugiyama, S. Nakajima, H. Kashima, P. von Binau, Ma&awan-

proportional to its number of weak classifiers. An efficient abe. Direct importance estimation with model selection igmdppli-
algorithm can learn a good AdaBoost classifier with fewer  cation to covariate shift adaptation. MPS 2007.

weak classifiers. Figure 4 depicts the performance of iffer [11] Y. Tong, J. Chen, and Q. Ji. A unified probabilistic framoek for
algorithms with different number of weak classifiers. Itsiso ;g?;;gg%ongacz'gllzc“on modeling and understandBgE T-PAMI
that inductive transfer learning can achieve good perfoea [12] w. vaistar, B. Jiang, M. Mehu, M. Pantic, and K. Scherdihe first
(AUC=0.818) with only five weak classifiers, which further facial expression recognition and analysis challeng&Gnpages 921

confirms its efficacy. 926, 2011.
[13] J. Whitehill, G. Littlewort, I. Fasel, M. Bartlett, and. Movellan.

5 CONCLUSION 'zrg\(/)v;rd practical smile detectionlEEE T-PAM| 31(11):2106-2111,

This work exploits the idea of Iearning a person-specifid14] Y. Yao and G. Doretto. Boosting for transfer learningtwinultiple
. . . - sources. IrCVPR pages 1855-1862, 2010.

model to Improve facial expressmn recpgnlt!op. In order t 15] B.Zadrozny. Learning and evaluating classifiers ursaenple selection

learn a robust person-specific model with minimal new data ~ pjas. InICML, pages 903-910, 2004.

input, we propose to use the transfer learning, which can mif16] z. zeng, M. Pantic, G. I. Roisman, and T. S. Huang. A syrvkaf-

igate the overfitting in the target domain by transferring th fect recognition methods: Audio, visual, and spontaneopsessions.

informative knowledge from similar source domains. We de- IEEE T-PAMI 31(1):39-58, 2009.



